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SOFT CHEMICAL IONISATION AND THE HUMAN
VOLATILOME: APPLICATIONS TO MEDICAL SCIENCE
AND HUMAN DETECTION

Pawet Mochalski,! Veronika Ruzsanyi,! Raquel Fernandez del Rio,? Margaret E.
O’Hara,?> Michaela Malaskova,* Helmut Wiesenhofer,! Karl Unterkofler,'?
Clemens Ager,* and Chris A. Mayhew?2

YInstitute for Breath Research, University of Innsbruck, Rathausplatz 4, 6850, Dornbirn,
Austria
2Molecular Physics Group, School of Physics and Astronomy, University of Birmingham,
Edgabston, Birmingham, B15 2TT, United Kingdom
SUniversity of Applied Sciences Vorarlberg, Hochschulstr. 1, A-6850 Dornbirn, Austria

E-mail: Christopher.Mayhew@uibk.ac.at/c.mayhew@bham.ac.uk

Abstract

Soft chemical ionization mass spectrometric techniques, which include proton transfer
reaction mass spectrometry, selected ion flow tube mass spectrometry, and ion mobility
spectrometry, employ ions as sensitive analytical probes for use in the identification, detection
and monitoring of trace compounds in complex chemical surroundings. These techniques
have opened up new and exciting possibilities for applied areas of research with applications
to health, food science, the environment and security, to name a few. Among these is the
potential to use the trace (pptv-ppbv) volatiles contained in human breath, emitted from the
skin and present in bodily fluids for diagnosing and monitoring diseases, monitoring
treatments and drug therapy and for examining health in general. This is possible because
these volatiles, which make up the so-called human volatilome, provide a non-invasive
window to physiological and metabolic processes occurring within the body. The research
being undertaken at the Institute for Breath Research, University of Innsbruck, in Dornbirn,
Austria and the Molecular Physics Group, University of Birmingham, United Kingdom, is
addressing the many current challenges of applying soft chemical ionization mass
spectrometry for the analysis of the human volatilome for the benefit of clinical non-invasive
diagnostic procedures; including sampling protocols, sample analyses, and importantly the
assignment of volatile compounds with a high specificity. The unambiguous identification of
volatile compounds is needed to provide the necessary information for the development of
portable real time analytical instruments for the detection of specific compounds for a given
application. A main focus of this paper deals with our breath volatile research activities of
relevant to the health sciences and development of diagnostic techniques at the point-of-care
or for laboratory based screening procedures. However, details of related projects in
homeland security involving search and rescue operations, namely those involved in
discovering humans trapped in buildings or hiding in containers through the volatiles that
people emit, are also presented.
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1. The Human Volatilome
Hundreds of volatile compounds are present in our breath, emitted through our skin and
contained within bodily fluids and faeces. Collectively, these are referred to as the human
volatilome [1]. However, the volatiles associated with urine, saliva, blood, sweat and faeces
are transient. Hence our research activities, both in the Molecular Physics Group in the United
Kingdom and the Institute for Breath Research in Austria, have concentrated predominantly
on the volatiles coming from the breath and skin (figure 1).
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Figure 1. The human volatilome for breath and skin. The type of volatile organic
compounds (VOCs) and their detected number are given. An indication of the numbers of the
less abundant volatile nitrogen compounds (VNCs) and volatile sulphur compounds (VSCs)
are also provided.

This volatilome contains not only volatile metabolites derived endogenously but also
those originating from exogenous sources, which independently or together can provide
unique non-invasive information on processes occurring within a human body for use in the
health sciences [1-3]. These same volatiles can also be used to detect the presence of
entrapped or hidden people [4, 5]. Of course, this requires real time sampling and analysis,
which can be done quickly and cheaply by electronic sensors. However, before adopting such
technologies, the volatile compounds need to be identified and quantified using more
powerful analytical chemical techniques. The same is true in the use of VOCs for medical
applications, using real time measurements or not. This identification of volatile biomarkers is
a key objective of the research being undertaken at the Institute for Breath Research in
Dornbirn, Austria, using not only soft chemical ionization mass spectrometric techniques,
such as proton transfer reaction mass spectrometry (PTR-MS) [2, 6] and ion mobility
spectrometry (IMS) [7], but also what is referred to as the gold standard for analytical
chemistry, Gas Chromatography Mass Spectrometry (GC-MS). Once the volatiles, or their
fingerprint patterns, have been determined, machine-learning and pattern recognition
algorithms could then be used in sensors to identify disease states or to monitor therapy.
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We illustrate here some of our recent research activities by highlighting results
obtained predominantly using the soft chemical ionization techniques of PTR-MS and IMS to
identify and monitor volatiles in the human volatilome from breath and skin.

2. The Human Volatilome and Medical Uses
To date human volatilome medical research has predominantly focused on volatiles contained
in breath [1, 2], although some work has also been done on volatile emissions from skin [1, 2]
and volatiles coming from the head space of blood [1, 2], urine [1, 2], fluids in the gut [8],
saliva [1] and feacal matter [1, 9]. In this section, we will provide information on some of our
recent activities involving breath analysis and its applications to the health sciences.

Volatile biomarkers produced by disease, changes in metabolism and drugs present in
the bloodstream pass from the blood capillaries into the alveoli in the lungs and then are
carried out in the breath. The exhaled volatiles on breath therefore provide a non-invasive
window into the physiological and metabolic processes occurring within the whole body and
to any drugs present in the bloodstream. Thus, the development of breath tests for the non-
invasive detection of early stage disease and for the monitoring of treatment have the potential
of having a significant impact on our society, in terms of improving the quality of life and
therapy and for reducing the cost of health care.

There are four main areas for the applications of breath analysis (figure 2), but the
major research focus by groups world-wide has been on its use as a non-invasive probe to
disease. This is not surprising, because it holds great potential for early diagnosis and
monitoring of disease, screening and determination of effects therapy, without the need for
invasive procedures. However, despite intensive word-wide activities for many decades, both
in laboratories and in clinical programmes involving multidisciplinary teams, to date the
potential of breath research has not been realised, and has only been exploited in just a few
applications, such as the *C-urea breath test for helicobacter pylori infection or the fructose
hydrogen breath test for carbohydrate malabsorption.

I. Diagnosis and therapy
monitoring

II. Identification and
tracing of microorganisms

ITI. Assessment of exposure to
pollutants and/or toxins

IV. Safety and security
applications

Figure 2. Key applications for breath analysis.

13



Numerous studies have looked for endogenous volatiles that can be related to a
specific disease. But this is a challenging task owing to issues of breath sampling and
confounding factors, such as medication, treatment, diet, age, and environmental factors.
There are also issues of applying appropriate statistical approaches when dealing with
multiple compound analysis using a small sample set, so that care must be taken to ensure that
“voodoo” (coincidental) correlations do not occur. Hence, whilst individual studies claim to
have provided evidence for the use of endogenous breath volatiles to diagnose diseases few, if
any, have shown reproducibility and predictability.

Exogenous volatiles are easier to use in breath analysis, because of the reduction in
confounding and voodoo factors. Their metabolites, or the lack of production of metabolites,
give a direct insight into the state of the human body. A recent example is the reduction in the
metabolism of limonene owing to chronic liver disease and, hence, higher concentrations of
limonene in breath are found compared to healthy controls as illustrated in figure 3 [10-12].

RESULTS: 1st PHASE 31 Patients versus 30 controls
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Figure 3. Boxplots showing in units of nmol/mol the lower quartile (LQ), median, mean
and upper quartile (UQ) calculated volume mixing ratios (VMR) for limonene on the
breath of 31 patients with liver cirrhosis, compared to 30 controls and room air samples
[11]. Whiskers are 1.5 times the inter-quartile range and an outlier is depicted by a star. First
phase refers to patients prior to liver transplants.

Our studies link limonene with the diseased organ itself, rather than simply the diseased
patient as a whole. That limonene is a marker for liver disease has been positively validated,
because of a post-transplant (2" phase) follow-up for a number of patients. Moreover, we
have a plausible mechanistic link between liver disease and the observed increases in
limonene levels in the breath. It has been documented that the production of the enzyme
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CYP2C19, which metabolizes limonene in the human body, is reduced when a liver is
cirrhotic [13]. Limonene is thus a specific biomarker, resulting from the effects of liver
disease, rather than liver disease itself, and assesses the health of the whole liver, rather than a
localized biopsy, which is expensive, invasive and carries a risk.

The importance of this discovery lies in the fact that the burden of liver disease has
risen dramatically in the United Kingdom in the last few decades as highlighted in a recent
Lancet report [14]. This is mainly caused by changes in western life-styles (particularly from
over-eating leading to obesity and from alcohol abuse). For example, in the United Kingdom
liver disease is the 3" most common cause of preventable death for the under 65 years.
Furthermore, evidence shows that approximately 95% of liver cancers are a result of liver
cirrhosis, and liver cancer is one of the most rapidly increasing forms of cancer in the United
Kingdom. Therefore, if liver disease can be detected in its early stages, changes in life styles
and the use of new drugs that are becoming available can reverse liver damage before it
destroys lives. Of course, the increase in liver disease is not just a United Kingdom problem.
According to presentations made at the 2017 European Society for Medical Oncology, liver
cancer is set to become the 3™ biggest cancer worldwide in the next ten years [15]. Among the
key recommendations in the Lancet report is the need to strengthen the detection of early-
stage liver disease [14]. We propose that the analysis of volatiles in breath has the potential to
provide this, and unlike an invasive liver biopsy, which samples only a small portion of the
liver, breath analysis provides a non-invasive measure of the health of the whole liver.

Although we have focused on an exogenous compound, limonene, with regards to
liver disease, there is strong evidence from our studies [11] that there are two endogenous
volatiles which are diagnostically useful to the cirrhotic organ itself, namely methanol and 2-
pentagon. However, unlike limonene, we do not know the biochemical route for the
production of these volatiles, and hence we cannot be certain of how specific or useful they
are for use in detecting liver disease or monitoring liver function.

We consider that our discovery of limonene as a biomarker for liver disease is a major
finding because it raises the potential for using the detection of limonene as a non-invasive
method for detecting early-stage liver disease, to assess liver function before, during and after
any treatment or medication, and to assess the success of a liver transplant, all via
pharmacokinetic-based tests. This holds enormous promise for improved healthcare, the
implications of which are far-reaching both for patients and for the health providers.

3. The Human Volatilome for Detecting Entrapped or Hidden People
The trafficking and smuggling of people into Europe have reached epidemic proportions in
recent years, with the people being smuggled often risking their lives. Consequently, there is a
need for highly portable, rapid security devices for the non-intrusive monitoring of containers
and trucks to detect the presence of hidden people who are either being smuggled or
trafficked. Such a device would also be useful to first responders to help rapidly find buried or
trapped people under collapsed buildings resulting from natural (e.g. earthquakes, accidental
(e.g. poor construction) or man-made (e.g. terrorist’s attacks) disasters .

Towards the above goal, our research activities at the Institute for Breath Research in
Austria are focusing on providing the key fundamental data to help in the development of
portable field devices, such as e-noses or IMS systems, based on assessing a human volatile
chemical fingerprint, which could be used to rapidly identify the presence of hidden,
smuggled or entrapped people with a high level of confidence.

The volatile species forming this human footprint during entrapment can stem from
compounds present in human breath or emitted from urine, feces, blood, sweat and skin.
However, as mentioned earlier, the volatiles from urine, saliva, blood, sweat and feces are
transient and more variable than obtained from breath and skin. Hence, our research activities
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in this area have concentrated on investigating the volatiles contained in breath and those
emitted from the skin. These volatiles also have the added advantages that they are associated
with living people and that in an enclosed environment their concentrations will build up with
time.

To be ideal markers of human presence, volatiles need to have a number of
characteristics; namely, the selected volatiles should be omnipresent in the human volatilome,
distinguishable from background levels, relatively non-reactive (i.e. not absorbed significantly
by building material, packing material etc.), continuously emitted by the human body (so that
concentrations can build-up), be reliably identified and present in the proximity of an
entrapped or hidden person at levels detectable by a field analyser. To date, our studies
suggest that fewer than 50 volatile species are useful potential markers of buried or hidden
people. These species consist of aldehydes, hydrocarbons, ketones and inorganic compounds.
These proposed volatiles and their emission rates are summarised in figure 4. The detection of
such a large number of volatiles places major requirements and limitations on any analytical
device. Hence, further investigations are needed to draw-up an ideal subset of human volatile
trace compounds that are necessary and sufficient for use in the detection of people with a
high level of confidence. Of those compounds so far selected, we suggest that eleven
metabolites, namely CO2, NHz3, acetone, 6-methyl-5-hepten-2-one, isoprene, n-propanal, n-
hexanal, n-heptanal, n-octanal, n-nonanal, and acetaldehyde may be the most useful for
finding trapped people, because they are systemic species exhibiting high emission rates from
a human body, which should make them distinguishable from urban background levels [16].
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Figure 4. lllustrative potential volatile markers of human presence and their total emission
rates (breath (blue) and skin (purple)). This figure has been adapted from the work of Pawel
Mochalski et al. [16]. Note that CO. has a high emission rate in the range of 10%-107 nmolxmin-
Ixperson, and hence has been excluded from this figure for reasons of clarity.
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Two analytical techniques arguably have the greatest potential in this context of
finding humans via volatile emissions in the field (e.g. at border controls or earthquake sites),
namely IMS, which uses soft chemical ionisation approaches [5], and chemoresistive sensors
[17]. Recently we have used an IMS coupled with gas chromatography (GC-1MS) to monitor the
volatiles released from the human body under conditions that mimic entrapment [5]. Figure 5
provides an illustrative chromatogram from this instrument. In total seventeen VOCs were
identified and quantified from thirty-five ion mobility peaks corresponding to a human being
present, thereby adding to the list above. These VOCs are 7 aldehydes (acrolein, 2-
methylpropanal, 3-methylbutanal, 2-ethacrolein, n-hexanal, n-heptanal, benzaldehyde), 3 ketones
(acetone, 2-pentanone, 4-methyl-2-pentanone), 5 esters (ethyl formate, ethyl propionate, vinyl
butyrate, butyl acetate, ethyl isovalerate), one alcohol (2-methyl-1-propanol) and one organic
acid (acetic acid).
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Figure 5. Fragment of an exemplary 2D GC-IMS chromatogram from the analysis of
human-borne VOCs detected in a closed plethysmography chamber containing a human
volunteer [5]. Some of the key volatiles are identified.

This proof-of-principle study demonstrates that GC-IMS can be used as a portable
field detector of hidden or entrapped people. Compared to soft chemical lonisation studies,
there is less published work on the capabilities chemoresistive sensor arrays for use in
detecting volatiles associated with the human volatilome. Therefore with colleagues at ETH,
Zurich, we undertook a study using state-of-the-art sensor arrays developed by ETH at our
breath research facility in Dornbirn, Austria. A proton transfer reaction mass spectrometer
was used in parallel to cross-validate the sensor array’s accuracy, selectivity and sensitivity.

17



This work showed that novel ETH sensors have the required sensitivity (low ppb) to find
people in enclosed environments [17].

4. Concluding Remarks

The analysis of volatiles contained in the breath and emitted by skin has a considerable
potential for use as non-invasive probes in the health sciences, ranging from determining the
type of bacterial infection through to disease diagnosis and determining the efficacy of drug
therapy. However, research in this area is fraught with major challenges, and that has resulted
in a lack of progress and the development of clinically useful endogenous (untargeted)
volatile diagnostic tests. There have been numerous “fishing” expeditions to look for specific
endogenous volatiles or patterns of these volatiles that are characteristic of a disease. Yet none
have been reproducible and it is not clear how specific the discovered volatiles are to a given
disease. It still needs to be ascertained whether there are unique patterns of endogenous VOCs,
made up of specific and/or non-specific biomarkers, for a particular disease that can be
discerned from the complex chemical environment of breath. This is because of the fact that
the large number of endogenous VOCs in the breath makes it challenging to identify and
validate breath volatiles with a specific disease.

The use of exogenous volatile compounds has been more successful, and there are a
number of approved breath tests for clinical utilization [18, 19], but the majority of these
make use of expensive isotopically labelled compounds. And it is just not the expense that is
an issue with the use of isotopes other than '*C. For example, a recent study by us has
illustrated that in the case of using deuterated compounds and proton transfer reaction mass
spectrometry, care must be taken in the choice of an exogenous deuterated compound for use
in breath pharmacokinetic studies using proton transfer reaction mass spectrometry, D/H
exchange processes in the reaction region this instrument impose interpretative problems for
breath analysis [20].

Given the complications associated with the use of endogenous and isotopically
labelled exogenous compounds, we consider that the application of non-labelled exogenous
compounds for clinical use, for examples to determine the effectiveness of therapy and drugs
or to monitor organ function, holds the greatest future for the use of breath volatile
biomarkers in the medical arena. We can simply monitor how externally introduced
compounds are absorbed, metabolised or excreted by the body. They provide targeted probes
to biological processes through either the production or the lack of production of metabolites
in breath following the oral administration of a compound which then subsequently is or is
not metabolised in the body, the volatiles of which are measured in the breath. This often
produces compounds which are not present naturally in the environment, leading to the
required reduction in confounding factors and the use of simple statistical analysis, rather than
multivariate statistics frequently used when looking at endogenous compounds to find
correlations between volatile patterns and a disease state.
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Pulsed power is an instantaneous ultra-high power with high energy density (10°-107 J/m?). By
controlling and utilizing it in a narrow space and an instantaneous time, phenomena and reactions
that are not attained by conventional and ordinary methods can be achieved. Due to this unique
characteristic, it enables a wide variety of applications which cover the solids, liquids, super critical
fluids, gases, and bioelectrics fields. Various topics related to biological applications will be
introduced in the presentation.

1. Pulsed power generation

Pulsed power technology which enables to control the time duration and peak-to-average power ratio of
output signal. It can deliver a single short pulse or multi pulses with a controllable repetition rate. The
highest energy and power that have been achieved in a single pulse are the order of 100 MJ and a few
hundred terawatts, respectively. Figure 1 shows a schematic diagram of pulsed power generation system
[1]. Pulsed power can generate high electric field of discharge plasma both in gaseous and in liquid
phases. In addition, the generation of either non-thermal plasma or thermal plasma can be controlled by
designing circuit parameters of the generation system. Discharge plasma in liquids is known to generate
some physical phenomena such as extremely high electric fields at the tip of streamers, as well as high
energy electrons, ozone, other chemically active species, ultraviolet rays and shock waves [2].
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Fig. 1. Schematic diagram of pulsed power generation system [,

2. Applications using pulse electric field and plasmas
Bioelectrics refers to the use of pulsed power, non-thermal plasmas in gases or liquids and shock waves,
to give novel physical stresses to biological cells, tissues and/or organisms as well as bacteria. For
biological applications, the main effect is either spatially distributed electric field or chemically active
species produced by discharge plasma, sometimes the superimposed effects are expected. By controlling
the degree of electrical stimulations, it is possible to either inactivate biological targets or keep them
alive and activate their functions. Due to the excellent controllability, its research fields have a wide
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range such as medical applications [3-6], veterinary medicine, food processing, agriculture [7-8],
sterilization [9] and marine industries [10-13].
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This presentation reports on recent experimental research carried out in the field of discharge
generation in liquids at the Department of Pulse Plasma Systems, Institute of Plasma Physics (IPP).
We have employed emission and laser based diagnostic techniques to reveal basic fingerprints of
nanosecond discharges developing in liquid water by applying periodic high-voltage pulses in a
point-to-plane electrode configuration.

1. Introduction

Fundamentals of electrical discharges generated in aqueous liquid solutions are less understood
compared with gaseous discharges. Electrical breakdown of liquid/gaseous dielectrics is conditioned by
physical properties, such as the mass density, electrical permittivity and conductivity [1-2]. Discharges
inside liquids can be initiated through bubbles (gas breakdown) that can be formed due to the local
heating of the liquid. The bubble breakdown in water typically occurs in the discharge systems driven
by slow high-voltage (HV) waveforms (such as AC or pulsed waveforms of microsecond duration) [1-
3]. In the case of discharges driven by short HV waveforms of nanosecond duration applied at low
repetition rate however, it is frequently assumed that the discharge develops due to the presence of voids
or that direct ionization of water without phase change (no bubbles) takes place.

2. Time-resolved optical-based diagnostics

We have explored basic emission and electrical characteristics of the discharge produced in deionized
liquid water in point-to-plane electrode geometry by applying 5 ns (FWHM) HV pulses at 1-10 Hz
repetition rate [4-6]. We employed techniques of time-resolved ICCD spectroscopy and microscopy to
register basic emission and morphological fingerprints (Fig.1). Time resolved ICCD images evidence
typical tree-like morphology while emission spectra show broad-band continua evolving during the first
few nanoseconds while the later phase (tens of ns) is characterized by the well-known atomic lines (H,
or Q'). The ICCD based techniques were complemented by fast (sub-ns) PMT measurements of emission
waveform evolution and propagation velocity at selected wavelengths.

Very recently, the concept of Mach-Zehnder interferometer was applied to detect the pressure field
developing during the discharge. The Katana 05 (Onefive) laser, producing pulses 532 nm/30 ps/4 nJ
was used to produce probe and reference beams. The 12 bit CCD SensiCam (PCO) camera was used as
detector [7].

3. Summary of achieved results

e The nanosecond discharge in liquid water is characterised by many isolated primary (mostly 2—4
channels) and secondary micro-filaments creating a tree-like structure similar to the corona
discharges in air.

e An inception of a few isolated micro-discharges is followed by an approximately linear initial
expansion of the luminous discharge filaments, with propagation velocity of luminous front of ~10°
m/s.

o After initial expansion and branching of primary filaments, the length of luminous filaments
collapses.
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o Bound-free/free-free radiative transitions might be the most important emission characteristics of the
nanosecond discharge initiation mechanism, which does not involve formation of vapour bubbles, in
liquid water.

e Bound-bound (atomic) emission (by hydrogen and oxygen) occurs much later during subsequent
discharge initiated by reflected HV pulses, and probably indicates (together with the Stark and
pressure broadening) the discharge mechanism with participation of bubbles.

o The discharge visual characteristics and behaviour is not significantly influenced by water
conductivity but the length of the filaments was increasing with the increasing voltage amplitude and
reached the maximum value of 1.8 mm for 90 kV.

o The propagation velocity of luminous filaments increases with the voltage amplitude for all
conductivities due to the electric field amplification near the needle.

e There is no systematic dependence of the propagation velocity on the water conductivity and thus
we cannot definitely conclude if the water conductivity does play a significant role in the filament
propagation velocity. Our results show that the effect of conductivity is negligible.

o Interference patterns captured just after the discharge initiation show opaque areas with no visible
fringes. This means that the laser beam was deflected out of the field of view of the optical system
due to very strong refractive index gradients indicating presence of extremely strong shock waves.

o Compared to results and experimental setups of other authors we conclude that our type of discharge
is very similar in nature to theirs and propagates in the liquid phase as well.

conductivities and various HV amplitudes. All images were captured using the shortest gate of the
ICCD intensifier of 2 ns and with background subtracted during the acquisition.
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Transient Spark (TS) discharge generated in atmospheric air is an efficient source of NOx for
biomedical applications with a negligible O3 production. The TS discharge is characteristic by
short (~10 ns) and high current (~A) spark pulses initiated by streamers. The paper presents
chemical kinetic model of the TS that simulates electron density evolution during both streamer
and spark phases and studies generation of selected reactive oxygen and nitrogen species (RONS),
e.g. O, N, NO, NO», and O3, that are important for their antibacterial and other biomedical effects.
The dominant intermediate product of the streamer chemistry is atomic O. Without the following
spark phase, this would lead to the generation of O3 as the dominant final product. In the spark
phase, unlike in the streamer phases, the chemistry is twisted towards production of reactive
nitrogen species (RNS), as the density of N atoms exceeds the atomic O density. This is in
agreement with the experimental observation that TS generates more NOy than Os, although the
generation of NOy occurs mainly during the relaxation phase following the TS pulse, which is not
yet included in the presented model.

1. Introduction
The transient spark (TS) is a dc-operated, self-pulsing and filamentary discharge with typical
repetition frequency in the range 1-10 kHz. Fundamental research of the positive polarity TS revealed
that it is characteristic by the short (~10-100 ns) spark current pulses, having maximum amplitude in
the range of a few Amps [1]. Thanks to the short spark pulse duration and limited amount of deposited
energy (~1 mJ/pulse), significant heating of the treated gas is avoided and the generated plasma is non-
equilibrium and highly reactive, with the electron density above 10*" cm= [2].
The reactive plasma properties predetermine the TS for environmental and biomedical applications or
generation of nanoparticles [3, 4]. In biomedical applications, the major antibacterial role in TS
discharge is attributed to reactive oxygen and nitrogen species (RONS) [5]. We recently reported the
efficient generation of nitrogen oxides (NOx) by TS discharge [6]. The NOx production rate ~7x10%®
molecules/J was achieved. We assume that further optimization of NOx formation by TS is also
possible. It requires further study of TS including its chemical kinetic modeling.
The modeling of chemical kinetics aiming to calculate the temporal density evolution of all species
included in the kinetic model is an effective tool for plasma chemistry [7-10]. It is commonly used not
only for the modeling of cold plasma chemistry including RONS generation [7], but also for the
description of high-temperature steady-state arc plasmas [8], nanosecond duration of streamer
propagation [9], or fast gas heating in pulsed discharges [10]. The chemical kinetic modeling could
also help us to better understand the TS discharge physical and chemical characteristics.
We presented a chemical kinetic model developed for TS discharge with a focus on the initial streamer
phase recently [11]. Here we present an updated version of this model including the spark phase. The
validity of the model was tested by comparing the calculated electron density with experimental data
[2]. This model is further used to analyse the generation of selected RONS: O, N, Oz, NO, and NO..

2. Transient Spark
Figure 1 shows a schematic of the electric circuit used to generate the positive TS discharge by a
positive polarity dc high-voltage (HV) power supply connected to a metal needle HV electrode via a
series resistor (R = 5-10 MQ). In the same way, the negative TS can be generated using negative dc
HV power supply [12]. The usual distance d between the tip of the HV electrode and a grounded
electrode is 4-10 mm. For the grounded electrode we typically use plate, mesh, or blunt tip.

25



The TS is initiated by a streamer current pulse with the amplitude 50-100 mA (blue dots in Fig. 2, top-
right corner), appearing when the potential on the stressed electrode reaches the voltage Vrs
characteristic for the TS discharge. The optical visualization of the TS temporal evolution revealed
two events during the initial TS phase, identified as primary and secondary streamers [13, 14]. The
primary streamer creates a relatively conductive plasma bridge between the electrodes. This enables
partial discharging of the internal capacitance C of the electric circuit generating TS, and heating of
the gas inside this plasma channel during the streamer-to-spark transition phase. The spark current
pulse appears when the gas temperature inside the plasma channel increases up to ~1000 K [15].

HV probe photomultiplier
R spectrometer
\Y iCCD camera

Vg

current measured
% 0n a resistor shunt
(10or50Q)

Fig. 1. Schematic of the set-up used for generation and diagnostics of the TS.

8 _ typical .TranSIent Spark active Transient Spark phases
relaxation phase . -
L \—'ﬁ S S ———
I : L15p L V15 ] 18
6 - i
i s 5/ spark g
- | o i >
2 E 10 streamer(s) :' ~/ | 6 X
o o 5
D ] 14 .
S| voltage o 5 | 8
S | -.-current o iz 8
| o current x 50 ﬁ |
Al e wn i B, -;‘. . il o
Gl m
[ v L L L 1 L L L 1 L L L [ ‘.r‘ ’A'I‘ “\ 1
3 —-600 -—-400 -200 0 200 400
0 r time [ns]
C [ . L L L 1 . i i i 1 i i i i T i
0 0.0005 0.001 0.0015

time [s]

Fig. 2. Typical voltage and current waveforms of the TS.

During the spark phase, the electric circuit internal capacitance discharges completely, the voltage on
the HV electrode drops to almost zero, and the discharge current reaches a high value (~1-10 A) for a
short time. The electron density ne during the TS spark phase can exceed 10" ¢cm™ [2]. The gas
temperature in the plasma channel shortly after the spark increases to at least 1500-3500 K [6].
However, complete thermalization of plasma is most probably not possible due to small amount of
energy stored in C that is delivered to the gap during the spark phase.

The large ballast resistor R limits the dc current delivered to the plasma after the spark current pulse
when C is discharged. As a result, the plasma starts to decay after the spark pulse. Eventually, the
plasma resistance exceeds R and the potential V on the stressed electrode gradually increases (long
time scale voltage waveform in Fig. 2), as the capacitance C recharges during the TS relaxation phase.
A new TS pulse, initiated by a new streamer, occurs when V reaches again the characteristic voltage
Vrs. The TS is thus based on repetitive charging and discharging of C. The repetition frequency f of
this process can be controlled by generator voltage Vg approximately in the range 1-10 kHz [1].
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3. Model Description
The aim of the chemical kinetic model is to calculate density evolution of studied species interacting
via defined set of chemical reactions. For this purpose we used ZDPlasKin software code [16].
Authors of ZDPlasKin also provide a ready-to-use list of chemical processes in N>-O plasmas with all
necessary rate coefficients. We used this set of reactions (version 1.03) in our simulations too. This set
includes ~650 chemical reactions for 53 species, namely, molecules N, (X!, v = 0-8), N, (A3, B?, a*%,
C?), O, (X3, v =0-4), Oz (a%, b%, 4.5 eV), O3, NO, N,O, NO,, NO3 and N2Os, atoms N (“S, 2D, ?P) and
O (®P, 'D, 1S), positive ions N*, N2*, N3*, N4*, O*, O2*, O4*, NO*, N.O*, NO," and 02N, negative ions
0O, Oz, Os, O, NO,, N2O7, NO; and NOs, and electrons. The electron impact excitation of other
electronic states of nitrogen is also included, but the model assumes their instantaneous relaxation:
No(W3, B’3) — N,(B®); Nz(al, w!) — Na(a’l), and Na(E3, a’’') — Np(C3). The generalized level
0,(4.5 eV) corresponds to Oz(A3, C3) and O,(c?) states.
The rate constants of reactions between heavy species are specified in the input file. The rate constants
for electron impact reactions are calculated from electron energy distribution function (EEDF). The
ZDPlasKin module enables to use either Maxwellian distribution functions defined by the electron
temperature Te, or the EEDF obtained by solving the Boltzmann equation for free electrons. The
ZDPlasKin package includes a Bolsig+ solver [17] for this purpose. A set of required electron scatter-
ing cross sections was taken from the LXCat project database [18].
Finally, ZDPIlasKin module requires to use additional subroutines for more comprehensive control of
simulation conditions, e.g. changes in the gas temperature and reduced electric field. Our major goal
was to create a module compatible with ZDPlasKin with subroutines that would take into account fast
changes in the reduced electric field strength E/N, gas temperature Tg, electron temperature Te and total
density of neutrals N characteristic for a TS discharge. The time evolution of E/N, Tg, Te and N simu-
lating the TS were constructed based on our experimental results and the literature, as it is explained in
the next sections.

3.1. Streamer phase
The streamer phase is relatively short (<200 ns) initial phase of the TS discharge consisting of the
primary and the secondary streamer. The streamer phase of the TS is mainly characterized by fast
changes of E/N. It is therefore necessary to determine the density of many species that could influence
the plasma induced chemistry with good temporal resolution (~ns), while processes such as diffusion
can be neglected on this short time scale.
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Fig. 3. The modeled reduced electric field strength profiles and calculated electron density during the
primary and the secondary streamer phase of the TS discharge.
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The influence of the primary and the secondary streamer on the rates of chemical reactions in our 0-D
kinetic model can be introduced by using appropriate temporal evolution of E/N. The temporal evolu-
tion of E/N used in our model (Fig. 3) is based on published primary and secondary streamer charac-
teristics and our experimental results (see [11] and references therein). The aim was to achieve the
peak electron density during the TS streamer phase close to the experimentally observed n. = 10* cm=

[2].

3.2 Streamer-to-spark transition phase
An average streamer-to-spark transition time t depends strongly on TS repetition frequency f. At lower
frequencies (< 3 kHz), 1 is very random and it can vary from a few hundred ns up to several ps [15].
With increasing frequency, t drops below ~100 ns and at ~10 kHz, we even observed an almost instan-
taneous formation of a spark after the streamer [13]. Here we study "low" frequency TS (~1 kHz),
where the streamer and spark current pulses are well separated, and the current before the spark falls
down to a few mA [15].
Decrease of the current and ne (Fig. 3) results from relatively low E/Nayg = 60 Td in the plasma channel
established after the disappearance of the secondary streamer. Transition to the spark requires the in-
crease of E/N to accelerate the ionization processes. In TS, it can be achieved only by the significant
decrease in N. We thus assume that the breakdown and spark formation in TS at low frequencies pro-
ceeds via mechanism postulated by Marode et al. [19]. It can be summarized as follows: heating of the
channel — increase in the pressure — hydrodynamic expansion — decrease in N in the core of the
channel — increase in E/N — acceleration of ionization processes — gas breakdown.
We are not able to calculate the time evolution of gas density N(t) with our 0-D kinetic model. For this
reason, we tested the N profile (Fig. 4) from the simulations of Naidis [20]. Besides the hydrodynamic
expansion, it also handles the radial diffusion of particles from the discharge channel. We suppose that
this profile is the closest match to the TS discharge we found in the literature.
The changes of N according to the profile taken from Naidis starts in the calculation time 650 ns, so
that the fastest rate of N decrease is reached in the moment when Ty = 1000 K (Fig. 4, calculation time
800 ns). We extrapolated this profile and the N starts to decrease from initial N, (= 2.09x10%° cm™ for
initial gas temperature T,™ = 350 K at atmospheric pressure) already after the primary streamer (from
the calculation time 40 ns). The rate of the extrapolated gas density decrease is proportional to the dif-
ference between the Ty and T,™. The Ty increases linearly during the calculation time 40 ns to 800 ns
from T¢™ to 1000 K. The temperature remains constant for very short time till the end of the streamer-
to-spark transition phase.
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Fig. 4. The evolution of reduced electric field strength E/N, gas temperature Ty and relative density of
heavy particles N/N, during the streamer-to-spark transition phase used in model.
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The streamer-to-spark transition phase in our model stops when the ionization degree ¢ reaches 2x10?
We use this limit because the Bolsig+ solver can reliably calculate EEDFs and rate of electron-
molecule impact processes only for & < 2x102 . We calculate ¢ as

n

- e
{ - r]e-I-N-I-Nion’

)

where Nion is the density of ions.

For calculation of E/N required by Bolsig+ solver, we must also calculate the evolution of the electric
field E inside the plasma channel. First, our model calculates the time evolution of potential V(t) be-
tween the electrodes. We actually simulate the discharging of C via the plasma resistance R,. The ad-
vantage of this approach is that besides ne, we calculate another variable that can be compared with
experimental data: V(t).

The decrease in potential 47" for the i-th calculation step can be expressed as

AV = —vix AU
The R, is related to the plasma conductivity o, by
R, = 4dD2 ’
O, 1T, 4)

where d and D, are the plasma channel length and the diameter, respectively. For approximation of D,
we used the experimentally obtained value defined as the full-width at half-maximum of the spectrally
unresolved radial intensity profile of the plasma channel after the Abel inversion [2]. At low TS repeti-
tion frequencies (below 4 kHz), we observed shrinking of the discharge channel diameter during the
streamer-to-spark transition from Dy =~ 150 + 40 um in the streamer phase, down to
D=~ 50 + 20 pum in the spark phase.

The plasma conductivity oy is calculated by the model from ne

®)

Here e and m. are the electron charge and mass, respectively, and vy is the effective collision frequen-
cy of electrons with heavy particles, provided by Bolsig+ solver. Finally, E/N(t) is derived from V(1)
and N(t) assuming homogeneous axial potential distribution.

3.3 Spark phase

The spark phase in our model starts when the ionization degree & reaches 2x1072 and it continues to
increase further. Unlike in the previous phases, plasma is thus highly ionized. The duration of the
spark phase in our model can be defined in the configuration files. We used 400 ns duration, as we
found it is long enough for plasma to become weakly ionized again. On the other side, we assume that
it is short enough to neglect processes such as diffusion or mixing with the surrounding air during this
phase.

Thanks to the high degree of ionization we can use Maxwellian EEDFs during the spark phase. The
usage of Bolsig+ solver is not preferable because of the high degree of ionization, but also because of
high degree of atomization during this phase. The available sets of electron scattering cross sections
for O and N atoms are simply not adequate to calculate EEDFs accurately. Using Maxwellian EEDFs,
the knowledge of the E/N evolution is not important anymore and thus also the evolution of N is not
crucial unlike in the previous phase when we rely on N evolution taken from external source [20]. Fur-
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ther evolution of N during the spark phase is handled by our model itself, i. e. the density of neutrals
changes only via chemical processes.

The crucial parameter during the spark phase is the electron temperature that defines the Maxwellian
EEDF. We calculate T, from the mean electron energy ¢. The evolution of ¢ is calculated numerically
starting from the last value calculated by Bolsig+ solver at the end of the streamer-to-spark transition
phase using electron energy balance equation [21]

2 =2
% - fE O(e— €) Vi
M Vi, _ (6)

The first term on the right side represents the energy gained from the electric field; the second term
represents the energy losses due to collisions with heavy particles having mean energy &g. The colli-
sion frequency v includes collisions of electrons with both neutrals and ions, and the coefficient &
determines relative amount of energy lost per single collision.

If we take into account only elastic collisions, then J = de = 2me/Mayg, Where Mayg is a weighted aver-
age mass of heavy particles. Since me << Mayg, the typical value of Jc is only ~5x10°. This explains
why elastic collisions do not efficiently transfer energy from electrons to heavy particles in weakly
ionized plasma. Our model takes into account inelastic collisions of electrons when calculating 4,
therefore this parameter is much higher before the spark phase (~102). The ¢ decreases in strongly
ionized plasma with high frequency of elastic electron-ion collisions, which are characterized by large
coulomb cross sections. In our simulations we can see this situation in Figure 5 in calculation time
850-900 ns. Here & drops down to ~10* and there is a peak of v due to increasing amount of electron-
ion collisions.

Later (calculation time >1000 ns), ¢ slightly increases but it remains relatively low despite decreasing
degree of ionization. This is due to gas composition changes. Molecules with many vibrational levels
consuming lot of energy decompose to O and N atoms. In highly atomized gas, the vibrational excita-
tion processes are negligible and ¢ can be increased only by electronic excitations and ionizations of
atoms. Unfortunately, we lack electron scattering cross sections for most excitation levels of O and N
atoms. Therefore, the parameter J is probably underestimated in our model when gas is highly atom-
ized. However, it is probably not crucial for calculation of J, because the mean energy of electrons is
relatively low in this phase (~1 eV), and the excitation probability of higher energy levels is thus low.
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Fig. 5. The evolution of electric field E, electron temperature Te, electron collision frequency and
relative energy loss per collision J during the spark phase used in the model.
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The electric field evolution E(t) during the spark phase is derived from calculated V(t) similarly as it is
done with E/N(t) during the streamer-to-spark transition phase (see section 3.2, eq. 3-5). The main
differences is that V(t) changes slowly during the streamer-to-spark transition phase, while it drops
quickly to almost zero during the spark phase. Since spark can be considered as an arc discharge with
short duration, we decided to stop the voltage drop in our model in the moment when V reaches
minimal voltage Vmin = 40 V, characteristic for an arc discharge [21]. We further subtract 25 V from
Vmin When calculating E, taking into account typical cathode and anode fall voltages.

The fast drop of E when plasma becomes strongly ionized is accompanied by almost equally fast de-
crease of o (Fig. 5). The electron temperature Te decreases to ~1 eV within ~40 ns. The fast decrease
of Te means a fast transfer of energy to heavy particles, i.e. gas heating. In our model, the gas tempera-
ture during this short period (initial 40 ns of the spark phase) increases exponentially from 1000 K to
3000 K. Later, when Te drops to ~1 eV and ¢ is low, the energy transfer from electrons to heavy parti-
cles should be also much slower. For this reason we also slowed down further increase of T, from ex-
ponential growth to logarithmic-like growth from 3000 K up to 3500 K at the end of the spark phase.
The Ty = 3500 + 500 K was the highest temperature observed experimentally in TS.

4. RONS Generation

The presented model reasonably calculates voltage drop during the spark phase. More important is that
a good agreement was achieved (Fig. 6) when comparing the calculated electron densities with exper-
imental data [1, 2]. We thus assume that this model can be used to determine reliably the density evo-
lution of various species, which we are not able to measure using available experimental techniques.
Next, we focus on temporal evolution of the selected RONS, namely NO, NO2, N, O, and Os.
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Fig. 6. Comparison of the measured and calculated electron density.

4.1. Evolution of RONS before the spark phase

Each TS spark pulse is initiated by the primary streamer propagating from the HV electrode towards
the grounded electrode with strong electric field in its head. With E/N =~ 300 Td, electrons gain high
energy and are able to initiate various chemical processes. During the secondary streamer phase, the
field is lower, but the duration of the secondary streamer is longer and therefore higher electron densi-
ty is achieved (Fig. 6). For this reason, the secondary streamer strongly influences the density of pro-
duced reactive species (Fig. 7). Later, during the streamer-to-spark transition phase, the changes of
selected RONS densities are relatively slow.
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The density of NO is higher than the density of O3 before the spark phase, and the NO; density is even
lower than Os. However the density of atomic O is the highest among the reactive species and this in-
dicates that NO must be converted to NO: in later phases. We really observed this process when we
simulated a hypothetical situation with primary and secondary streamer phases but no spark phase
[11]. More importantly we observed that the final dominant product was ozone, since the atomic O
density after the streamer phase highly exceeded the density of atomic N. Thus, only the following
spark and relaxation phases can explain why the TS generates preferentially NOx and not O3 [6].
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Fig. 7. Calculated densities of electrons and selected RONS before transition to spark.
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Fig. 8. Calculated electron density and molar fraction of selected RONS during the spark phase.
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4.2. Evolution of RONS during the spark phase

The spark pulse in our model is induced by the gas density decrease causing the increase of E/N and
Te. The densities of all neutrals thus change due to two different processes, chemical reactions and hy-
drodynamic expansion simulated by the decrease of N. In order to show only the changes due to chem-
ical processes, we present here evolution of molar fractions of studied RONS during the spark phase
(Fig. 8).

The spark phase is characterized by a strong increase of ionization degree, gas temperature and de-
composition of molecules. The dissociation degree of three-atomic molecules (NO;, Os3) is approxi-
mately by two orders of magnitude higher than the dissociation of two-atomic molecules such as NO.
However, even the molar fraction of NO decreases by three orders of magnitude during the initial part
of the spark phase. Thus, we can say that NO, NO, and O; densities achieved during the previous
streamer phase have almost no influence on the final densities of these species. Their final densities
will be established later during the relaxation phase, which is not included in the model yet. During the
spark phase, we mostly see generation of their precursors: N and O atoms. Unlike in the previous
phases, the amount of N exceeds the amount of O atoms during the spark phase (Fig. 8). This is the
first indicator of the experimentally observed result that TS generates more NOy than Os.

5. Conclusions
The transient spark (TS) discharge has been successfully used for various biomedical and environmen-
tal applications. The TS can be used as relatively cheap and simple NOy generator, however its further
optimization requires better understanding of basic chemical processes that take place during different
phases of the TS. Therefore, we studied TS discharge using chemical kinetic modeling. The 0-D mod-
el based on ZDPlasKin module was successfully used to model plasma induced chemistry during the
transient events propagating in space, such as primary and secondary streamers. The ZDPlasKin was
also used to model plasma chemistry during the spark phase characterized by highly ionized non-
thermal plasma. The electron density calculated in our model agrees well with experimental observa-
tions.
We further focused on the production of selected RONS playing important roles in biomedical appli-
cations of electrical discharges in air: O, N, NO, NO; and Os.We found out that the secondary stream-
er strongly influences the densities of these reactive species. The density of NO is higher than the den-
sity of Oz shortly after the secondary streamer. However, the density of atomic O after the secondary
streamer is even higher than NO and Oz densities, and it strongly exceeds the density of atomic N.
When we simulated a hypothetical situation with primary and secondary streamer phases but no spark
phase, the final dominant product was Os. In transient spark, however, the experimental data shows
that NOx are dominant products and there is no Os. We assume that this results from the enhancement
of atomic N generation and gas heating during the spark phase. Our model shows that the amount of N
exceeds the amount of O atoms during the spark phase. Due to the strong degree of atomization during
the spark phase, the densities achieved during the streamer phase has almost no influence on the final
densities of NO, NO- and Os.
Our results indicate that the production of stable products NO, NO; and O3 determining their final
densities must occur later, during the TS relaxation phase. We are planning further development of our
kinetic model to be able to reliably simulate the relaxation phase of the TS discharge to prove this hy-
pothesis and find better correlation with experiments.
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ATMOSPHERIC PRESSURE PLASMAS IN CONTACT WITH
TARGETS: ELECTRIC FIELDS AND ELECTRON
PROPERTIES

Ana Sobota

'Eindhoven University of Technology, Netherlands

There is ample published work on non-thermal atmospheric pressure plasmas, because of their
diverseness in application as well as the low cost and the ease with which they can be generated and
applied. The applications are variations on surface treatment or modification of substrates that are
either sensitive to low pressures, high temperatures or high currents, or the less sensitive substrates
with options of treatment in the open atmosphere. It is the rich chemistry and the electrical properties
of these plasmas that are responsible for their effectiveness. It is, however, important to note that the
plasma and the substrate should be researched together, or while in interaction, as the non-thermal
atmospheric pressure plasmas are sensitive to the vicinity of the substrates. This work brings
absolute values for some of the fundamental properties of a non-thermal atmospheric pressure
plasma, such as the electric field, electron density and temperature, in the presence of different types
of targets. The plasma source in question was a kHz He plasma jet. High- and low-permittivity
targets were researched and have been shown to have an influence not only on the absolute values
of electric fields and electron properties, but also on the temporal development of the plasma. In the
case of the metallic target the plasma-surface interaction was significantly prolonged when
compared to the low-permittivity and liquid target.

35



TAILORING REACTIVE SPECIES PRODUCTION IN COLD
ATMOSPHERIC PRESSURE PLASMAS FOR
ENVIRONMENTAL AND HEALTHCARE TECHNOLOGIES

Timo Gans?!
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Abstract

Atmospheric pressure plasmas are versatile and efficient sources for reactive species production at
ambient room temperature. This enables the development of new plasma technologies for various
environmental and healthcare applications. The non-equilibrium chemical kinetics is initiated and
determined by the electron dynamics. Due to the strongly collisional environment and associated short
electron energy relaxation times the electron dynamics can be tailored using multi-frequency power
coupling techniques, enabling separate control of key parameters like electron density and electron mean
energy. Reactive atomic species play key roles in the chemical kinetics and details strongly depend on
the feed-gas composition. Measurements and predictive simulations of key reactive species are equally
challenging due to the strongly collisional environment and their multi-scale nature in space and time.
The most promising approach is the exploitation of complementary advantages in direct measurements
combined with specifically designed numerical simulations. Picosecond two-photon absorption laser
induced fluorescence (TALIF) spectroscopy allows us to measure absolute densities of atomic oxygen
(0), nitrogen (N) and hydrogen (H), even in chemical environments with complex reaction kinetics and
associated collisional quenching processes, through directly resolving the effective lifetime with sub-
nanosecond resolution. This is particularly important in realistic situations for technological applications
with plasma operation and species penetration into ambient air. The picosecond TALIF measurements
are compared with direct VUV synchrotron absorption spectroscopy under well-defined gas
compositions showing very good agreement. Further insight into the chemical kinetics is obtained
through additional UV & IR absorption spectroscopy (OH, Os, CO,, CO) measurements and synergistic
combination with multi-scale numerical simulations of the chemical kinetics. The presentation will
focus on examples of He-O»-N2-H20 mixtures for bio-medical applications and He/Ar-CO, mixtures for
CO, conversion into value-added chemicals.
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PHYSICS OF TRANSIENT PLASMAS
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Positive streamers require two ingredients to propagate: a sufficiently high external electric field and a constant
supply of (free) electrons in front of the developing streamer head. In air, the electrons are usually provided by
photo-ionization, producing free electrons in all directions around the streamer head. However, in cases with
reduced photo-ionization, for example in pure gasses, the local external field direction does not necessarily
coincide with the direction of sufficient electron density.

One way to create such a condition is by using a laser beam to ionize a path. Depending on parameters this can
lead to a guided streamer moving almost perpendicular to the field direction.

Alternatively, a preceding discharge can have left a specific electron distribution and thereby guide the path of
following discharges. This effect is very important for pulsed plasma jets or plasma bullets in pure nitrogen. We
have studied this by looking at the development of the discharge during the first few pulses after ignition. Also,
we have investigated what happens when an electric field is applied in the period between subsequent high voltage
pulses. If the memory effect is indeed due to leftover electrons, they could be moved by an electric field and
thereby the next discharge should be affected. However, this experiment has resulted in some unexpected results
which I will present.

An important aspect of transient plasmas is the distribution in time and space of the electric field. We have
measured this for plasma bullets using the four-wave mixing diagnostic.

Finally, a dielectric surface close to the streamer path can have a large influence on both the electric field
distribution, as well as the electron density distribution and thereby can lead to specific paths that the streamer
follows or avoids.
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MASS SPECTROMETRY FOR REAL TIME MEASUREMENT
OF TRACE CONCENTRATIONS OF VOLATILE
COMPOUNDS IN AIR AND BREATH

Patrik Spangl*
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The need for rapid and accurate measurement of trace concentrations of compounds present in air
and human breath has led to construction of specialised mass spectrometers based on the Selected
lon Flow Tube Mass Spectrometry, SIFT-MS, its drift tube variant, SIFDT-MS and Proton
Transfer Mass Spectrometry, PTR-MS. It is possible currently to analyse vapours of volatile
organic compounds and other gases including ammoniac, hydrogen sulphide or hydrogen cyanide
present in concentrations as low as a part per billion by volume (ppbv). Plasma physics is relevant
in formation of the reagent ions in electrical discharges. Vacuum technology is important in these
instruments to facilitate the function of the mass analyzers and to define the accurate reaction time
for the ion-molecule reactions with analyte molecules in the sample that take place at buffer gas
pressures of 1 — 2 mbar.

1. SIFT-MS

Selected-ion flow-tube mass spectrometry (SIFT-MS) is a quantitative mass spectrometry
technique for trace gas analysis which involves the chemical ionization of trace volatile
compounds by selected positive precursor ions during a well-defined time period along a flow
tube. 3. Absolute concentrations of trace compounds present in air, breath or the headspace
of bottled liquid samples can be calculated in real time from the ratio of the precursor and
product ion signal ratios, without the need for sample preparation or calibration with standard
mixtures. H3zO*, NO* and O." are most suitable reagent ions, because they do not react
rapidly with the major components of air and breath viz. N2, Oz, H2O, CO, and Ar, but they
do react rapidly with most BVOCs forming characteristic product ions that identify the
various neutral molecules, M, in the air sample being analysed. However, when humid air or
breath is analysed, cluster ions of the kind H3O*(H20)1,2,3, and NO*(H20)1 2 can form from the
simple precursor ions and these cluster ions can also act as precursor ions and lead to hydrated
product ions of the kind MH*(H20)123. Then it is important to recognise that all the precursor
and characteristic product ion species must be included for the analysis of each M 13,

A simple example is the reaction of acetone with H3zO" reagent ions in SIFT-MS. It
proceeds rapidly by the process of proton transfer producing protonated acetone:

H3O* + CH3COCHz — CH3COCH3H" + H.0 (1)

When concentration of acetone, [M], is small, the fractional reduction in the large precursor
ion count rate is immeasurably small, but the much smaller count rates of the product ions can
still be determined accurately. It is easy to show that the number density of the product ions
[MH*] are related to the number density of the precursor ions [H3O'] as
[MH*]=[H3O*]k[M]tDe. As before, k is the rate coefficient for the reaction of the H3O" ions
with the trace gas molecules present at a number density [M] and t is the reaction time. De is a
differential diffusion enhancement coefficient that accounts for the fact that the precursor ions
and the product ions diffuse at different rates to the walls of the flow tube and this influences
their relative number densities at the downstream sampling orifice (see Fig, 1), and this
differential diffusion must be accounted for to obtain an accurate quantification of M 2 4,
Also, mass discrimination against larger m/z ions in the analytical quadrupole mass
spectrometer * © and the formation of hydrated reagent and product ions (see section 3.1 and 2
%) must be accounted for. Thus, the concentrations of trace gases in multicomponent mixtures
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in humid samples such as exhaled breath can readily be calculated from the observed count
rates of each product ion species. Of great significance is that the analyses only involve the
ratio of the characteristic product ion count rates to the reagent ion count rates and so any drift
in the reagent ion count rate does not invalidate the analyses.
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Fig. 1. Schematics of the Profile 3 SIFT-MS instrument.

The detection sensitivity of a SIFT-MS instrument depends on the count rates of the
precursor ions that can be realised. For the current Profile 3 instruments * 7 these are up to 3
million counts-per-second, c/s, and the sensitivity for most BVOCs is typically 10 c/s per
ppbv corresponding to a practical detection limit of 1 ppbv per second of integration time.
Detection limits in the sub-ppb range have been validated for aromatic hydrocarbons 8 using
longer integration times. The absolute accuracy of SIFT-MS has been validated to be better
than 10% * ¢ ° for several compounds without the need for external standards, as long as the
sample and carrier gas flow rates and flow tube temperature are accurately known and mass
discrimination and diffusion effects are properly accounted for. In PTR-MS instruments the
precursor ion c/s are typically about 10 times higher than in SIFT-MS (principally because no
upstream mass filter is used) and then the sensitivity can be commensurately greater.

SIFT-MS instruments can be operated in two modes: They are (i) the full scan (FS)
mode in which a complete mass spectrum of both precursor and product ions is obtained by
sweeping the analytical quadrupole mass spectrometer over a selected m/z, range for a chosen
time whilst a sample of air or breath is introduced into the carrier gas. The resulting mass
spectrum (see the example in Figure 2, which is discussed later in Section 5.1.1) is interpreted
by relating the product ions to the trace gases present in the sample using the acquired
knowledge of the ion chemistry. The concentrations of the individual trace gases can be
calculated using the in-built Kinetics library, as described above. (ii) the multiple ion
monitoring (MIM) mode in which the count rates of the reagent ions and their hydrates, such
as H3zO"(H20)s, and a number of characteristic product ions appropriate to the number of trace
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compounds to be analysed are monitored as air or breath displaces the ambient air at the
entrance to the sampling capillary (see Figure 1). This is achieved by rapidly switching the
downstream mass spectrometer between the several m/z values of the reagent and product ions,
dwelling on each m/z for a predetermined short time interval. This real-time monitoring is
possible because of the fast time response of SIFT-MS, which is typically less than 20 ms.
The humidity of the sampled air (for example, exhaled breath consists of 6% water vapour) is
routinely obtained from the data and is an indicator of sample quality and control °.

2. PTR-MS
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Fig. 2. Schematics of the Profile 3 SIFT-MS instrument.

The scheme of a typical device for mass spectrometry with proton transfer reactions, PTR-MS, is
shown in Fig. 1. RPTR-MS is essentially a flow-drift tube Cl analytical technique '3, lons are
generated in a hollow cathode discharge and injected into a flow/drift tube buffered with the sample
gas to be analysed, usually air. The ions experience an electric field coaxial with the flow tube and
gain energy reaching a drift speed in the field direction and arrive at a downstream orifice where they
are sampled into a differentially pumped mass spectrometer system and analysed in an analogous way
to that in SIFT-MS. The precursor ions mostly used to date are HsO" ions so, as explained previously;
the primary reaction process utilized for analysis is proton transfer such as reaction (1). Because a
mass filter is not used to select precursor ions, higher currents of precursor ions can be injected and the
axial electric field results in less diffusive loss of the precursor ions to the walls of the flow-drift tube.
Diffusive loss is also reduced by usage of air (the sample to be analysed) as the buffer/carrier gas
rather than the lighter helium gas as used in SIFT-MS. and the pressure in the drift tube which are
different for PTR-MS and SIFT-MS. The net result is that greater count rates of the precursor reagent
HsO* ions are available which leads to greater analytical sensitivity. Thus, detection limits can be in
the parts-per-trillion by volume, pptv, to the sub-ppbv regime 1415, Since the reagent ion energies
are elevated above thermal, the formation of cluster ions of the kind HzO*(H20)1,23 are suppressed in
comparison with SIFT-MS, although the actual count rates depend sensitively on the ratio of electric
field strength to the buffer gas number density, E/N. A very good review of PTR-MS has been given
recently 2,

41



Kinetics of the ion-molecule reactions and the reaction time can be sensitive to E/N; thus

accurate quantification is not simply achieved. A canonical value (2 x 10° cm3s™) for the reaction rate
coefficients, k, is often used to estimate trace gas concentrations from PTR-MS data. Quantification is
directly dependent on k, which can vary widely for ion-molecule reactions in the thermal energy
regime (over the range 1-5x10° cm?3s?t), so a commensurate uncertainty can be introduced into PTR-
MS quantification. However, such uncertainties can be minimised using calibration techniques. It is
for these reasons that PTR-MS has been used only sporadically for breath analysis ® where greater
accuracy is needed; rather, it has mostly been used for air analysis 2 and environmental studies 8, A
further problem is that following proton transfer from Hs;O*, some MH* nascent product ions can
undergo spontaneous unimolecular dissociation or collision induced dissociation, and this must be
recognised to avoid false compound identifications, see for example ** 2, Unimolecular dissociation of
MH?* product ions can occur even under the thermal energy conditions of SIFT-MS 2124 but collision
induced dissociation is exacerbated in PTR-MS where the ion-molecule interaction energies are
suprathermal. Further, in conventional PTR-MS it is also impossible to separate isobaric compounds
when only H3O* reagent ions are used, because they simply result in MH* ions or fragments of these.
This problem is alleviated in SIFT-MS that exploits NO* and O™ precursor ions also (see Section 3
below). Other precursor ions can be used by changing the discharge gas composition in PTR-SRI-MS
instruments * and high resolution analytical time of flight, TOF, mass spectrometers that can separate
nominally isobaric compounds 2?7,
PTR-MS is a popular method for analysis of VOCs, especially in the terrestrial troposphere ** for
which its greater sensitivity currently holds an advantage over SIFT-MS, but both these techniques
have important contributions to make in ambient chemistry The H;O* ion chemistry involved is
largely common to both techniques, but with obvious divergences that will be highlighted in the ion
chemistry review that follows, has been largely researched using SIFT and SIFT-MS.

3. SIFDT-MS

A selected ion flow drift tube mass spectrometric analytical technique, SIFDT-MS,?830 extends the
selected ion flow tube mass spectrometry, SIFT-MS, by the inclusion of a static but variable E-field
along the axis of the flow tube reactor in which the analytical ion-molecule chemistry occurs (see Fig.
3). The ion axial speed is increased in proportion to the reduced field strength E/N (N is the carrier gas
number density) and the residence/reaction time, t, which is measured by Hadamard transform
multiplexing, is correspondingly reduced. To ensure a proper understanding of the physics and ion
chemistry underlying SIFDT-MS, ion diffusive loss to the walls of the flow-drift tube and the mobility
of injected H;O* ions have been studied as a function of E/N. It is seen that the derived diffusion
coefficient and mobility of HsO* ions are consistent with those previously reported. The rate
coefficient has been determined at elevated E/N for the association reaction of the HzO" reagent ions
with H,O molecules, which is the first step in the production of H3O*(H20)1,23 reagent hydrate ions.
The production of hydrated analyte ion was also experimentally investigated.*® The analytical
performance of SIFDT-MS is demonstrated by the quantification of acetone and isoprene in exhaled
breath. A major advance compared to SIFT-MS is that the speed of ions through the reaction zone can
be achieved using the adjustable E-field, which allows the suppression of ion diffusion losses even at
very low carrier gas flow speeds corresponding to helium carrier gas and sample gas flow rates more
than 7 times lower than those used in Profile 3 SIFT-MS instruments. Thus, a less powerful vacuum
pump can be used to maintain the gas flow along the ion-chemical reactor and a smaller helium carrier
gas pressure reservoir is needed, which facilitates production of smaller and more versatile
transportable instruments. Furthermore, smaller sample flow rates can be used for analysis, which is a
distinct advantage when, for example, liquid headspace is to be analysed. The simplicity of
construction of the SIFDT-MS instrument is due to the use of a resistive glass flow-drift tube element
and by adopting the Hadamard transform multiplexing for direct reaction time measurement, which is
another improvement on SIFT-MS in which the reaction times are fixed and calculated indirectly from
the gas pressure and flow rate. The presence of the E-field results in an increase of the kinetic and
internal energies of the ions that influence hydrated ion formation and the initial studies confirmed that
variation of E/N modifies the count rates of hydrated product ions relatively to the primary product
ions. The use of low E/N values somewhat inhibits reagent and analyte ion hydration without
significantly modifying the bimolecular ion chemistry, thus promising more accurate analyses.
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However, it is worthy of note that increasing E/N to higher values (>20 Td) can promote controlled
collisional dissociation of ions and this might ultimately allow isobaric ions to be distinguished, a
technique well known in MS-MS methods.
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Fig. 3.Schematic drawing of the selected ion flow-drift tube, SIFDT, apparatus. Note that the speed of
the helium carrier gas is reduced by a restrictive aperture between the flow-drift tube compartment and
the scroll pump.
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DEVELOPMENT OF SEVERAL NON-RADIOACTIVE
IONIZATION SOURCES FOR ION MOBILITY
SPECTROMETRY

Mahmoud Tabrizchi

Isfahan University of Technology, Isfahan, Iran

lon mobility spectrometry (IMS) is a fast analytical technique that works based on separation of
analyte ions in atmospheric pressure. Hence, the major and essential step in application of IMS is
the efficient ionization of samples in ambient pressure. The common ion source in traditional IMS
based instruments are radioactive sources. However, significant attempts were made to develop
different ionization sources appropriate for detection of special class of compounds in ambient
condition. Corona discharge (CD) is heavily used as non-radioactive ion source for IMS. Here, the
results of using CD in different gases with and without dopant in both positive and negative polarities
will be discussed. In addition, time resolved corona discharge ionization spectra will be reported.
Other non-radioactive ion sources such as photoionization, surface or thermal ionization, and recent
progresses in developing alkali/halogen ion emitters and their use in special applications as well as
the multiple ion source IMS, will also be discussed.
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A PRINCIPLE OF BLOOD COAGULATION INDUCED BY
LOW-TEMPERATURE PLASMA TREATMENT

Sanae Ikehara 2 and Yuzuru Ikehara %3
! Graduate School of Medicine, Chiba University
2 Electronics and Photonics Research Institute, National Institute of Advanced Industrial Science and
Technology (AIST),
3 Biotechnology Research Institute for Drug Discovery, AIST
E-mail: yuzuru-ikehara@chiba-u.jp

The low-temperature plasma (LTP) technology at atmospheric pressure is being integrated into
methodologies in the medical and biological sciences. Bleeding control using LTP was one of the
applications to reduce the heat damages on hemostasis in surgery, based on the novel plasma effect
to induce aggregation of soluble serum proteins. In my talk, I will introduce our concept of LTP use
in hemostasis and illustrate our feature plan to integrate LTP technology into the biomedical
manufacture

1. Blood coagulation using LTP treatment

In the last dedicate, accumulating evidence has succeeded to illustrate the feasibility to use LTPs
at atmosphere for oozy bleeding. Blood clot formation (blood coagulation) by low temperature
plasma (LTP) treatment was pointed out in earlier reports as shorten whole-blood clotting time [1-
3] . The underlined mechanism to accelerate blood coagulation was linked with the activation of
platelets and coagulation factors upon LTP treatment, while no effects on the shape of erythrocytes
in formed clot and serum proteins such as albumin and immune globulins were demonstrated [1-
3] . On the other hand, we have focused on the plasma effects on hemolysis, and aggregation of
proteins that was not involved in blood coagulation and the fibrogenesis system (Fig.1 -3), because
erythrocyte volume and albumin concentration are much higher than the amounts and levels of
platelets and fibrinogen[4-6] . To maximize the plasma effect that alters them to cellular and
molecular “glue” in clot formation, we developed the instrument to produce plasma using a dielectric
barrier discharge (66 kHz, sinusoidal peak-to-peak voltage of 6.0 kV applied to an electrode [4, 7] . In
in vivo experiments, our plasma treatment succeeded to form clots solidly more than the naturally
formed clot, and could generate aggregation on the solution that contained either albumin and
immune globulins, resulting in the protein disc at 1-cm diameter with continuous contact with the
plasma flare [4, 5, 8] .

Photopolym. Sci. Technol., 26(4) 2013 (Ref. 4)
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2. Significance in Medicine
A basic concept on the electronic surgical devices is to evaporate water components in tissue and to
close bleeding points by shrinking the tissue, and the treatment using electronic surgical devices
sometimes caused severe heat damage in parenchymal tissues. On the other hand, the LTP treatment is
an innovative approach with minimal invasion because it can stop blood flow by sealing the bleeding
point and creating a possibly favorable healing process. Moreover, the fundamental concept behind LTP
hemostasis is to provide an essential method that can suppress excessive host inflammatory responses.

3. Plasma treatment as tissue processing technology
In this paper, | have figured out a concept of using LTP at atmospheric pressure for hemostasis. From
the perspective of plasma physics, controlling reactions at the bleeding points might be analogous with
semiconductor fabrication technologies such as etching and surface modification, because the active
elements such as reactive molecular species, charged particles, and photons appear to react with
biomolecules in bleeding points. Indeed, LTP treatment shut down the following immune reaction
around the blood coagulation the analogous as on the plasma passivation in the semiconductor
fabrication process. | and my collaborators reported that myosin light chain (Myl) 9 and Myl12 are
functional ligands for CD69 protein, suggesting that Myl9/MyI112 released from platelets might act as a
mediator for inflammatory responses by interacting with CD69 on the leukocyte surface [9] . More, the
interaction between Myl9/Myl12 and CD69 is a new therapeutic target for unfavorable allergic
inflammatory responses such as asthma because specific antibodies blocking this interaction diminished
the inflammation. It is noteworthy that the activated platelets release Myl9 and Myl12 to form
intravascular net-like structures that retain inflammatory cells [9] , and that our LTP treatment could
block Myl9/Myl12 release from platelets because of both red blood cell clot formation and serum protein
aggregations in whole blood [4-6] . Our LTP treatment but for other groups might have intervened in an
inflammatory reaction cascade starting from Myl9/Myl12 net-like structure formation because LTP
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treatments reported by other groups produced activated platelets [1-3] .

Plasma treatment is a kind of tissue-processing technology, insulating local inflammation to start the
tissue regeneration. The difference between semiconductor manufacturing and medical applications lies
in the responses triggered by LTP treatments. Indeed, it is usually sufficient in semiconductor fabrication
to see transient encounters between active agents and results on a local surface, while the production of
metabolites and cytokines occurs after treatment for a long duration. Nevertheless, | believe that LTP
will become a conventional processing technology in tissue and biomaterial engineering with the
progression of plasma science due to the expected interdisciplinary fusion between applied physics and
pathology . | hope that our results will serve as a stepping-stone for the advancement of plasma science
[10].
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PLASMA PROCESSES FOR MANUFACTURING
SEMICONDUCTOR DEVICES AND SIMULATIONS
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Tokyo Electron Technology Solutions Ltd.
E-mail: masaaki.matsukuma@tel.com

The semiconductor devices evolved by shrinkage of their size according to the Moore’s law.
However, more shrinkage is restricted by the physical limitation. Hence the semiconductor devices
are now changing the choice of materials and their structures. Four scales of simulations related to
the semiconductor device fabrication tools are discussed. More robust VHF-CCP simulator,
chemistry datasets including the cross sections for real process gas mixtures, the quantum mechanics
level accurate simulator for surface reactions, and precise feature profile simulator are needed.

1. Introduction

Plasmas have been widely used to manufacture semiconductor devices due to their unique properties.
High reactivity of plasmas can lower the process temperature comparing with the thermal process and
the reactive ion etching (RIE) technique with plasma is one of the key technology to fabricate the most
advanced logic devices such like CPUs and large capacity memory devices. It was no exaggeration to
say that the history of evolution of semiconductor devices was identical to the history of the device size
shrinkage; i.e. it’s well known as “Moore’s law.” The small transistors provided us significant benefits
in aspects of their performance and productivities. The device size has been shrunken and now it reaches
to 7nm. The manufacturing technology along the Moore’s law is facing to the physical limitation.
Furthermore, over hundreds chips which has billions of transistors on a silicon wafer with 300mm
diameter must be fabricated, uniformly. The length scale of our interest is over 10°, hence the simulation
technique must be utilized to understand and improve our tools and processes. In this paper, the plasma
simulation to predict the chemical species and their uniformity, the sheath simulation to calculate the
ion energy and angular distribution function, the molecular dynamics (MD) simulation to understand
the mechanism of plasma induced damage formation, and the feature profile simulation to predict the
results of the fabrication processes are described.

2. Plasma simulation

The capacitively coupled plasmas (CCP), the inductively couple plasmas (ICP), and the microwave
plasmas (MW) are widely utilized to manufacturing the semiconductor devices. Especially, CCP is
likely to be used because it easily generates a bias potential on wafer for RIE and controls the residence
time and the distribution of gas supply with a shower head. The driving frequency of plasma generation
have increased from the radio frequency (RF) to the very high frequency (VHF) because of demanding
to reduce the plasma potential and separate controllability of the plasma density and the ion energy for
better process performance. While VHF plasma gave us the good quality of deposited film or the good
performance of REI, the uniformity within the wafer became poor. Sawada et al. reports that keen centre-
peaked plasma density profiles are realized in VHF-CCP equipment when the electron density exceeds
5x10'%m (see figure 1).1 In their setup, Ar plasmas were generated with 60MHz or 106MHz CCP.
The pressure range was 15mTorr to 100mTorr. The electron density was measured by the plasma
absorption probe (PAP).
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Fig. 1. The measurements of the electron density distributions adopted from Sawada 2014.

The fluid approximation of plasma failed to reproduce these centre-peaked plasma profiles. Sawada et
al. found that the higher harmonics had the strong relationship to the centre-peaked profile and they
succeeded to obtained the centre-peaked profile with using the VizGlow!?. However, the most difficult
problem is how to determine the magnitude of higher harmonics components because the fluid model
never self-excites them. Hence, the particle in cell (PIC) code should be promised solution, but the
computational work load of two dimensional PIC simulation was unpractical, especially for industry
users. Recent ten years, some PIC code accelerated by the graphics processing unit (GPU) achieves one
hundred times faster than CPU parallelized P1C code.“l Eremin et al. firstly showed the centre-peaked
profile as the result of the self-consistent simulation (Fig. 2).
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Fig.2 The comparison of simulation and measurements of the electron density profile adopted from
Eremin 2016.

The chemistry data such like the cross section dataset and/or reaction kinetics database for the process
gases are another problem. While Ar plasma is commonly used for both of simulations and experiments
for simplicity, the actual process gases for industrial usage are 3 or more complex mixtures and it is
often hard to prepare the data for those gases although there are some projects to collect those
fundamental data.>"

3. Sheath simulation
The number of layers in the most advanced 3D NAND memory have been increasing and will reach 120
layers by 2020. It is needed to the precise high aspect ratio (HAR) hole and/or trench etch technology
to fabricate these multi-layer memories and three dimensional transistors. For HAR etch technology, the
control of the ion energy and ion incident angle distribution function (IEADF) have the primary
importance. Those control at the outermost peripheral part of the wafer, since the number of obtained
semiconductor chips in that region is largest in a single wafer. On the other hand, it is most difficult to
control IEADF at the wafer edge due to the discontinuity of the material. Denpoh et al. have developed
the IEADF simulator which the ion trajectories are simulated with a Monte Carlo method including the
collision effects with neutral species. The potential boundary conditions are derived from Denpoh’s
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method® which is an extended theory of Lieberman’s single RF sheath theory™ to a dual-frequency RF
sheath. In fig. 3, simulated IEDFs are compared with measurements obtained with on-wafer ion energy
analyser™®, It is clearly seen that the simulator can precisely predict the IEDF all over a wide energy
range. Cross section data of the charge-exchange collision plays an important role to predict the spectra
of IEDF in the low energy range. From the view point of IEDF simulation, the expansion of precise
cross section data is highly demanded.
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Fig. 3 The comparison of IEDF adopted from Denpoh 2014. (a) 200 and (b) 600W at 13MHz bias
power for 100W of 100MHz source power and 20mTorr of Ar in a dual-frequency VHF-CCP etching
reactor.

Moreover, Denpoh et al. expanded their theory to multidimensional RF sheath model for single- and
dual-frequency CCPs 231 ytilizing a commercial finite element method (FEM) software, “COMSOL
Multiphysics”. This model can simulate ion trajectories in an RF sheath formed around an arbitrary
surface geometry (see fig. 4) and obtain IEADF.[*
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Fig. 4 Snapshot of ion transport in oscillating sheath adopted from Denpoh 2014. Simulated region is
very edge of 300mm wafer in a dual-frequency VHF-CCP (40MHz of source and 3MHz of bias)
etching reactor for 30mTorr of Ar.

In fig. 5 (a), there is no significant difference of IEDF between 1D simulation and 2D. However, those
IADF are completely different (see fig.5 (b)). It is obvious that 1D simulation fails to take into account
the distortion of sheath caused by the complex geometry. A PIC modelling is an upper compatible of
this simulator, however, it is difficult to apply PIC to a complex geometry. Hence we use PIC or other
plasma model to simulate the plasma distribution profile and obtain information of incident fluxes to
the wafer, then incorporate those results into this simulator to predict the IEADF to optimize our
equipment and processes.
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Fig. 5 (a) IEDF and (b) IADF comparison of 1D and 2D adopted from Denpoh 2014,

4. Molecular dynamics simulation

Normally it is difficult to avoidable from plasma induced physical damage (PID) during REI. For
modern memory devices, the ion incident energy is quite high for HAR hole etching and a thickness of
each layer become thinner than 20nm, hence this extreme condition makes PID control important.
Moreover, the structure of transistor is now changing from the traditional planner type to three
dimensional one. During the fabrication process of 3D transistor such like FInFET, a channel region is
possibly irradiated with a direct ion bombardment while the channel region of the planner type transistor
was protected by a gate structure. Additionally, the material is also changing from silicon to 111-V tribes
and/or Ge. While PID analysis have been studied Eriguchi et al.[*>8, it must be reworked to obtain more
precise prediction for finer transistors at these paradigm shift.
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Fig. 6 The comparison of damage profiles. The blue lines are Ge substrates and the red lines are Si
substrates. The solids and dashes are experiments and c-MD, respectively.

At first, the classical molecular dynamics simulation (c-MD) could be sufficient tool to reproduce those
PID appropriately since the damages were created through the momentum transfer between incident
ions and atoms in substrate. In fig.6, simulated damage profiles and measurements are compared. We
used a in-house c-MD code with the expanded Hamaguchi-Ohta potential mode®-2Y, Argon ions were
injected into the silicon or germanium substrate with 300eV and the system was simulated with NVE
ensemble to form the damage for 2ps and with NV T ensemble for 0.5ps to prepare for next ion incident.
The damage formation experiments were conducted with the mass-selected ion beam apparatus in Osaka

52



University?? and the damage profiles were measured with the resolution Rutherford Backscattering
Spectrometry (HRRBS). The damage profiles obtained from the experiments shows significant
differences between Si and Ge. From the experiments, the thickness of completely destructed layer of
Si beneath the surface is almost half of that of Ge. In the damage profile of Ge substrate, it is clearly
seen the deep tailed profile. On the other hand, the damage profile from c-MD seems to be almost
identical. Although our model was verified to reproduce the sputtering yield (fig.7), it failed to simulate
the damage profiles.
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Fig. 7 The comparison of simulated sputtering yield and experiments. The experimental results are
adopted from Atomic Data Nuclear Data Tables, v.31 p.1(1984).

Accordingly, the quantum mechanics (QM) calculation must be needed to simulate more accurately.
However, our system contains around one thousand of atoms and it takes impractical time to calculate
the whole system under QM rule. We developed a hybrid simulator (Quantum Mechanics/Molecular
Mechanics (QM/MM) simulator). Quippy ?* which is a python module for hybrid simulation is used as
a QM/MM platform, in which the reactive region dynamically defined base on the kinetic energy is
calculated with the density functional tight binding method (DFTB)! and the rest part is simulated as
c-MD with the Stillinger-Weber potential?®l. DFTB parameters for atomic combination of Ar-Si/Ar-
Ge/Si-Si/Ge-Ge(/H-Ar/H-Si/H-Ge) were generated with a commercial software “Materials Studio”?],
An atom which has highest kinetic in the system is choose as a reaction centre and a sphere with a radius
of 6A around the reaction centre is defined as a QM region. The QM region is updated every 10 timestep.
Quippy can make the interatomic potential model from DFTB calculations on-the-fly and can reduce
the computational workload of DFTB calculation drastically. In this study, DFTB calculation is taken
place every 10 timestep. The timestep is 0.1 femtosecond.
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Fig. 8 The evolution of simulated damage profile: red and blue is Si and Ge, respectively
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The evolution of damage profile simulated with QM/MM are shown in fig.8 and thinner amorphous
layer beneath the surface and deep tailed profile can be seen in Ge substrate case. Those differences
could be caused by several characteristics of each material. For silicon, Ar ions likely to deeply penetrate
the silicon substrate due to the weak interaction between Ar and Si at the very beginning of the ion
irradiation (see fig.9(a)) and this characteristic makes rapid growth of damage profile. After building up
the surface amorphous layer, the damages are unlikely to transfer and Si atoms are also unlikely to be
sputtered because of relatively strong interaction of Si-Si, hence, the Si substrate has thicker amorphous
layer and no-tailed profile. On the other hand, Ar ion can be disturbed easily in Ge substrate and it is
destroyed gradually from the surface (fig.9(b)). Thereafter, the thinner amorphous layer on the top is
created due to the high sputtering yield and the damage easily propagate into the deeper bulk to create
the tailed profile because of the weak interaction of Ge-Ge.
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Fig. 9 The Ar ion trajectories. (a) Si, (b) Ge.

5. Feature profile simulation

To simulate the feature profile evolution is one of the ultimate goal for semiconductor manufacturing
tool developers to optimize their processes and designs. Unfortunately, the feature profile simulation
(FPS) is one of the hardest simulation since the incident fluxes and surface reaction mechanics are
generally hard to know. Hence we extract the information of incident fluxes from the plasma simulation
and sheath simulation described above and input those into FPS. And also we build the surface reaction
mechanism with QM, MD, and QM/MM calculations and incorporate with FPS to simulate the feature
profile evolution. We’ve developed in-house FPS code named FPS3D[? over 10 years.
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Fig. 10 SiN ALD simulation of FPS3D adopted from Moroz 2017: (a) shows example sequence and (b)
show the results after 10 cycles.
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Recently, the atomic layer deposition (ALD) and the atomic layer etching (ALE) attract many
researchers and process engineers with shrinkage of the transistor size. FPS3D can simulate the
ALD/ALE with appropriate fluxes and reaction set (fig. 10)?°1. Not only the growth rate and/or the etch
rate but also the morphology of the deposited film and/or etched shape can be predicted to optimize the

process condition(fig. 11).
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Fig. 11 Close-up of shoulder part adopted from Moroz 2017.

Moreover, now Denpoh et al. are trying to combine the plasma simulation and FPS3D for
Multiscale/Multiphysics simulation. The plasma distribution is simulated with the plasma-fluid
approximation and IEADFs are calculated with PIC-MCC(Mote Carlo Collision). The surface reactions
are simulated with FPS3D and simulated feature profiles are compared with SEM image for fine tuning
of the reaction parameters. Sequentially, the tuned surface reaction parameters are re-implemented on
the plasma simulator and re-calculate the plasma distribution and incident fluxes. The simulated plasma

distribution and feature profile are shown in fig.12
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Fig. 12 The example of Multiscale/Multiphysics simulation adopted from Denpoh 2018

6. Conclusion
The simulations of four scales related to the semiconductor device fabrication are described. The
chamber size scale VHF-CCP simulation had a difficulty to reproduce the plasma distribution formerly,
GPU-PIC can be one of the promising solution of VHF-CCP simulation. To collect the appropriate
chemistry dataset of real process gas mixture is other challenge. For the sheath size scale, the accurate
simulation of IEADF taking into account the surrounding geometry is important. The damage simulation
is described as the example of atomistic scale analysis. At the technology paradigm shift, the choice of
materials and structure is dramatically changed and more precise simulations are highly demanded.
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QM/MM hybrid simulation described above is one candidate solution. For the feature profile scale, FPS
is one of our dream tool while the preparation of incident fluxes and surface reactions are critical
difficulties of this simulator. The Multiscale/Multiphysics simulator can overcome this problem.
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In this work we explore the connections between transport theory of charged particle swarms and
modelling of particle detectors used in high-energy physics. In particular, we discuss the physics
of resistive plate chambers (RPCs), including the electron transport and propagation of streamers
in the gas filled gaps and signal induction in the electrodes. Electron transport coefficients are
calculated in a variety of RPC gas mixtures as a function of the reduced electric field, using a
Boltzmann equation analysis and Monte Carlo simulations. A 1.5D fluid model with
photoionization is developed to investigate how the nature of transport data affects the calculated
signals in various RPCs used in high-energy physics experiments at CERN. Electron transport and
propagation of streamers are also considered in liquid rare gases. Solutions of Boltzmann’s
equation and Monte Carlo method for electrons in dilute neutral gases, are extended and
generalized to consider the transport processes of electrons in liquid non-polar gases by accounting
for the coherent and other liquid scattering effects.

1. Introduction

Studies of charged particle transport processes in gases and liquids in combined electric and magnetic
fields are of vital interest in the modelling of non-equilibrium plasmas [1], particle detectors in high-
energy physics [2], and numerous other applications. Further optimization and understanding of such
applications is dependent on an accurate knowledge of the cross sections for charged particle
scattering, transport coefficients and the physical processes involved. In particular, the advanced
technology associated with detection of high-energy particles using various types of gaseous and
liquid detectors demands the most accurate modelling of charged particle transport. Over the last two
decades, there has been a lot of progress in the understanding of charged particle transport in
combined electric and magnetic fields [3,4], but this has not always been taken advantage of by
physicists working in high-energy physics.

One of the main goals of the present work is to discuss how to bridge the gap between the modelling
of particle detectors in high-energy physics and the swarm-plasma nexus that has been thoroughly
investigated in our recent reviews [3-5]. We discuss how to adopt the well know techniques in plasma
physics, including the numerical solution of Boltzmann’s equation [4,5], Monte Carlo simulation
technique [6,7] and fluid equation based models [4,8,9], to model the particle detectors in high-energy
physics. Indeed, there is a considerable overlap between the two fields and in this work we present the
methodology, quantitative and qualitative procedures for modelling of gaseous and liquid detectors of
high-energy particles.

2. Modeling of resistive plate chambers
In the first part of this work we discuss the transport of electrons in gases, propagation of streamers
and signal induction in resistive plate chambers (RPCs). RPCs are gaseous detectors often used for
timing and triggering purposes in many high-energy physics experiments [10-12]. RPCs consist of a
single or multiple gas filled gaps between the electrodes of high volume resistivity, such as glass or
bakelite, which are used for the suppression of destructive higher current discharges. Despite the
simple construction, modeling of RPCs is not a simple task due to many physical processes occurring
on different time scales, including primary ionization, charge transport and multiplication, electrode
relaxation and signal formation. After passing through the detector, a high energy charged particle
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(muon, charged pion and/or kaon, etc.) makes clusters of electrons in the gas, which are drifting
towards the anode and multiplied in the process of ionization. Electrons move in a homogeneous
electric field which is provided by the high voltage that is applied to the parallel plate electrodes.
Depending on the applied electric field strength, geometry and gas mixture, RPCs can be operated in
an avalanche or streamer mode. Typical gas mixtures used in RPCs are composed of tetrafluoroethane
(C2H2F4), iso-butane (iso-C4H1o) and sulfur hexafluoride (SFs). Each of these gas components has a
specific purpose: CoH2F4 is a weak electronegative gas with a high primary ionization efficiency while
iso-CsH1o is a UV-quencher gas. SFs, on the other hand, is a strongly electronegative gas, often used in
avalanche mode to suppress and control the development of streamers.

The first building block in the modeling of RPCs is the analysis of cross sections for electron
scattering in CzHaF4, iso-C4H1o and SF. In this work, we propose a complete and consistent set of
cross sections for electron scattering in CoHzF4 [13], while for iso-CsH1o and SFs we use the sets of
cross sections found in the literature [14,15]. The set of cross sections for C.H,F4 is validated through
a series of comparisons between swarm data calculated using a multi term theory for solving the
Boltzmann equation and Monte Carlo simulations, and the measurements under the pulsed Townsend
conditions. Other sets of cross sections for electron scattering in CoH2F, were also used as input in our
numerical codes with the aim of testing their completeness, consistency and accuracy. The calculated
swarm parameters are compared with measurements in order to assess the quality of the cross sections
in providing data for modeling.
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Figure 1. Bulk and flux drift velocities as a function of E/N for gas mixtures used in ATLAS
triggering RPC, ALICE timing RPC and timing RPC [17].

In addition to pure gases, we investigate electron transport in various CoHzF./iso-CsH10/SFs mixtures
used in RPCs in the ALICE, CMS and ATLAS experiment using a multi term theory for solving the
Boltzmann equation and Monte Carlo simulation technique [16]. The duality of transport coefficients,
e.g., the existence of two different families of transport coefficients, the bulk and the flux, in the
presence of non-conservative collisions, is investigated. A multitude of interesting and atypical kinetic
phenomena, induced by the explicit effects of non-conservative collisions, is observed. Perhaps the
most striking phenomenon is the occurrence of negative differential conductivity (NDC) in the bulk
drift velocity with no indication of any NDC for the flux component in the ALICE timing RPC system.
Figure 1 displays the variation of the bulk and flux drift velocities with the reduced electric field for
ATLAS triggering RPC (94.7% CoHoF4+5% is0-C4sH10t0.3% SFe), ALICE timing RPC (90%
CoHoF4+5% is0-CsH10+5%SFs) and timing RPC (85% CoH:F4+5% iso-CsH10+10%SFg) [17]. We
systematically study the origin and mechanisms for such phenomena as well as the possible physical
implications which arise from their explicit inclusion into models of RPCs.
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The Boltzmann equation analysis and Monte Carlo simulations are performed assuming the
hydrodynamic conditions and motion of electrons in an infinite gas. The more realistic RPC
simulations with implementing gas gap boundaries and primary ionization models have been
performed using a Monte Carlo simulation technique with the aim of obtaining the performance
characteristics of a timing RPC [18,19]. Timing resolutions and efficiencies are calculated for a
specific timing RPC with a 0.3mm gas gap and gas mixture of 85% C,H,F4 + 5% iso-CsH1o + 10% SFe.

In this work we also present our 1.5D fluid model with photoionization to investigate the transition
from an electron avalanche into a streamer, propagation of streamers and signal induction in the
system of electrodes [20]. In particular, we investigate how the duality of transport coefficients affects
the calculated signals of the ATLAS triggering RPC and ALICE timing RPC used at CERN, and also
a timing RPC [17] with high SFs content. Calculations are performed using the classical fluid model in
which both the bulk and flux transport data are used as an input. In addition, we present a new
approach in fluid modelling of RPCs based on the equation of continuity and density gradient
expansion of the source term. The model requires knowledge of the coefficients in the density gradient
expansion of the source term as a function of the reduced electric field. We apply the Monte Carlo
method for the determination of these coefficients using the cross sections for electron scattering as a
set of input data.
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Figure 2. Electron number density and electric field along the gas gap of ALICE timing RPC at t =
0.45 ns during avalanche development (left panel), and t = 0.92 ns during positive streamer formation
(right panel). The external electric field is set to 10.4 MV/m and pressure is 1 atm. Calculations are
made using a corrected fluid model and classical fluid model with flux and bulk transport data as an
input [20].

As an illustrative example of our fluid simulations of RPCs, in figure 2 we show the development of
an electron avalanche and its transition into a positive streamer. On the left panel we show the electron
number density and electric field at time instant t = 0.45 ns during avalanche development in ALICE
timing RPC. We observe that there are no space charge effects and the profiles obtained using
corrected model match very well with those obtained using classical model with bulk data. Comparing
avalanches with bulk and flux data, we see that the avalanche with the flux data is slower. This might
be expected, since the bulk drift velocity is greater than the flux drift velocity for a given electric field.
During the avalanche phase, the induced current grows exponentially with time. However, the
exponential rise gradually stops due to both space charge effects and electron absorption at the anode.
At about t = 0.92 ns, the positive streamers starts to develop (see the right panel in figure 2) and the
current rises again while the streamer progress towards the cathode. Since the positive streamer move
against the electron drift direction, it requires a source of electrons ahead of the streamer to support the
ionization process. This is the reason why photoionization should be included in the modelling. The
positive streamer stops at about 1 ns and starts to diminish while the induced current slowly drops to
zero. The differences between the profiles shown in the streamer stage are clearly evident. These
differences follow from the differences between the bulk and flux drift velocities as well as due to
representation of the source term employed in these models.
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3. Electron transport and negative streamers in liquid rare gases
In the second part of this work we investigate electron transport, transition from an electron avalanche
into a negative streamer, and propagation of negative streamers in liquid rare gases. Liquid rare gases,
particularly liquid argon and liquid xenon, are very good detecting media, due to their unique physical
properties [21]. The high density and high atomic numbers make them very efficient in stopping
penetration radiation, while a significant abundance of many isotopes with different values of nuclear
spin enables the study of both spin dependent and spin independent interactions.

In this work we extend and generalize the Monte Carlo method, initially developed for dilute neutral
gases, to consider the transport processes of electrons in liquids by accounting for the coherent and
other liquid scattering effects [22]. The extended code is tested through a series of benchmark
calculations for the Percus-Yevick model. Values and general trends of the mean energy, drift velocity,
diffusion tensor and ionization coefficient are calculated for liquid rare gases and compared to the
available measurements. The comparison is also made between the liquid and gas phase results.
Calculated transport coefficients are then used as an input in fluid simulations of negative streamers,
which are realized in both 1D and 1.5D setups. In particular, we investigate how various scenarios of
representing the inelastic energy losses in liquid rare gases affect both electron transport and
propagation of streamers. We consider three different cases where: (1) the energy losses to electronic
excitations are neglected, (2) certain particular excitations are taken into account, and finally (3) all
electronic excitations are included. These individual cases are discussed in light of the available
spectroscopy and photoconductivity experiments in liquid rare gases [22].
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Figure 3. Comparison of the measured drift velocities in liquid xenon (Miler et al. (1968) [23] and
Huang and Freeman (1978) [24] with our theoretical calculations. The theoretically calculated drift
velocities in liquid xenon, include the Boltzmann equation results of Boyle et al. (2016) [25] and the
present calculations obtained in Monte Carlo simulations. The bulk drift velocity of electrons in
gaseous xenon is also shown in this figure for comparison [22].

In figure 3 we show the variation of the bulk drift velocity with E/N for electrons in liquid xenon. Our
Monte Carlo calculations over a wide range of E/N are compared with those obtained from the
numerical solution of Boltzmann’s equation for the lower values of E/N, as well as with the available
measurements. The Boltzmann equation results for gaseous xenon are also included in figure 3. We
consider the following two cases for representing the inelastic energy losses: (1) no electronic
excitations, and (2) all electronic excitations are included. The cross sections detailed in [22,25] are
used in the present study. We observe that for the lower values of E/N (lower than approximately 1
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Td), the drift velocity in the liquid phase significantly exceeds the drift velocity in the gas phase. This
is a clear sign of the significant reduction of the rate of momentum transfer of the lower energy
electrons occurring in liquids. This reduction follows from the modification of the scattering potential
and the coherent scattering effects. As a consequence, the electric field accelerates electrons more
efficiently in liquid xenon than in the gas phase. For the higher values of electric fields, however, this
effect is reduced, as the scattering of a high energy electron on a xenon atom is significantly less
perturbed by the surrounding liquid. Thus, we see that the drift velocity decreases between
approximately 0.02 and 2 Td. The reduction of the drift velocity with increasing E/N is the well
known phenomenon of negative differential conductivity (NDC). In the gas phase, NDC is caused by
inelastic and/or non-conservative collisions, but in liquid xenon this is structure induced phenomenon.
We observe that our values of the drift velocity are close to those predicted in the experiments of Miler
et al. [23] and Huang and Freeman [24]. However, as we can see NDC is not observed in the
experiments.
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Figure 4. The formation and propagation of negative streamers in liquid xenon for E/N=100 Td, The
presented results are determined by assuming the following two cases for representing the inelastic
energy losses: (1) no electronic excitations (Case 1), and (2) all electronic excitations are included
(Case 2). Streamers propagate from the right to the left.

In figure 4 we show the formation and propagation of a negative streamer in liquid xenon. In the same
figure we include the simulation in which the transport data for electrons in the gas phase are scaled to
liquid density (Rescaled gas). The initial condition for both electrons and positive ions is a Gaussian,
which is positioned near the cathode [22]. In liquid xenon, positive charge carriers are holes, with a
mobility that is several orders of magnitude less than the electron mobility. Thus, the positive holes are
assumed to be stationary, on the time scales relevant for this study.

Comparing streamers in gases and liquids, we observe that the transition from an electron avalanche
and formation of a negative streamer occur much faster in liquid xenon. We also observe that the
formation and propagation of a streamer are reduced by including the inelastic energy losses in the
model (Case 2). The number density of electrons in both the streamer head and the streamer interior is
also reduced. Other streamer features in liquid xenon are similar as those in the gas phase. We see that
the electron number density has a sharp peak in the streamer head where the electric field is
significantly enhanced by the space charge effects. In the streamer interior, however, the number
density of electrons is reduced. The reason is twofold: (1) As electric field decreases, the contribution
of ionization is less pronounced, and (2) the recombination of electrons and positive holes is enhanced.
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Characteristics of atmospheric pressure plasma using liquid electrode were
investigated. Especially, I focused on two characteristics. One is the droplet generation
from the liquid surface which occur in gas phase. The other is chemiluminescence of
liquid induced by plasma generation. Both characteristics are important results for

understanding the fundamental study of plasma-liquid interaction.

1. Introduction

Atmospheric pressure plasma in contact with liquid is widely used for many applications such as water
treatment, material process and bio-medical applications [1]. Many interesting phenomena induced by
plasma are observed on liquid surface. However, these phenomena are complicated and are not
understood completely. In this presentation, I reported some of the experimental results of the plasma
liquid interaction induced by atmospheric pressure DC glow discharge. Previously we investigated
characteristics of atmospheric pressure DC glow discharge using liquid electrode[2-4]. Using this type
of plasma when liquid worked as cathode, the atomic lines of sodium dissolved in the solution appear
in the spectrum emitted by the plasma[2]. Nanoparticles can be synthesized at plasma-liquid interface
by using this plasma[3]. Although many researches have been reported about plasma with liquid
electrode, the detail mechanism of the plasma-liquid interaction have not been understood completely.
Previously we reported the optical emission of atomic metal which is component of cation in liquid.
However, mechanism of metal cation (such as Na*) transported from liquid (NaCl ag.) electrode is still
unclear. In addition, in liquid phase reaction induced by plasma is also unclear because it is difficult to
visualize the reaction in liquid. In this study, we investigate the characteristics of gas phase reaction and
liquid phase reaction induced by plasma generation. Firstly, | report the gas phase reaction. When plasma
is generated, many droplets are emitted from liquid surface. | experimentally investigate the droplet
generation. Secondary, | report the liquid phase reaction. Blue chemiluminescence (CL) was observed
just below the plasma-liquid interface when plasma is generated. | investigate the characteristic of CL.

2. Experimental setup

Figure 1 shows the experimental setup for obtaining electrolyte cathode discharges with a miniature
helium flow. The concentration of the electrolyte electrode (NaCl aqg. solution) is 0-15% or mixed
solution of luminol (5 mM) and sodium hydroxide (0.1 M). The stainless-steel nozzle anode has inner
and outer diameters of 500 and 800 um, respectively. The gap length is 1-4 mm. Helium gas is fed
through the nozzle anode in open air. The gas flow rate is adjusted 200 sccm using a mass flow controller.
The experiment was carried out in open air, but we provided O2 as a shielding gas around the helium
plasma column in some experiments to control the ambient environment. The flow rate of O2 was
approximately 1000 ccm, and it was provided from a nozzle having an inner diameter of 5 mm. The
glow discharge is generated by applying a dc voltage to the nozzle anode. The current from the power
source is varied up to 120 mA. The electrolyte cathode is grounded via a platinum wire immersed in the
electrolyte. The mist dynamics in plasma was observed by the scattering of laser light. The light source
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is He-Ne laser with wavelength of 633 nm. The mist dynamics along the laser sheet was observed with
a high-speed camera or a digital camera.

For investigation of CL,we took photographs of the chemiluminescence by watching it from the bottom
through the transparent side of the liquids container using a digital CCD camera to examine the shape
and size of the chemiluminescence. We also measured the optical emission spectrum of the
chemiluminescence by guiding it to a spectrograph using an optical fiber. A lens was used for projecting
the image of the chemiluminescence onto the input side of the optical fiber. The sensitivity of the
spectrograph as a function of the wavelength was calibrated using a standard tungsten lamp. The quantity
of OH radicals produced in the solution was examined by adding TA at a concentration of 5 mM. We
irradiated the plasma-treated solution with UV light at 310 nm and detected the fluorescence from
HTA,19,21) which was produced by the reaction between OH and TA, using the same spectrograph.
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Fig. 1 Experimental setup for generation of atmospheric pressure glow discharge with liquid electrode

3. Droplet generation from liquid surface

When plasma is generated, Na emission is observed near the liquid surface with increasing discharge
current, as shown in Fig. 2. The details were described in ref. [X]. Figure 3 shows visualization of the
droplet emission from liquid surface induced by plasma liquid interface when plasma is generated using
NaCl ag. with the concentration of 5 w%. With increasing concentration of NaCl aq., amount of droplet
increased and distance of scattered droplet becomes longer. Namely, amount of droplet depend on the
concentration of NaCl. When we use the NaCl ag. solution mixed with other electrolyte including metal
cation such as CuS04, intensity of spectral emission of Cu increases compared with the case of using
only CuSO4 ag. solution. These results indicate that plasma induced droplet generation which depends
on concentration of NaCl is important factor for transport metal cation in solution to gas phase.

This droplet generation might relate to the explosion reaction of alkali metal with water.
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Fig. 2 Dependence of Na emission on discharge current and electrolyte temperature.
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4. Visualization of interaction in liquid by chemiluminescence

Blue chemiluminescence (CL) was observed just below the plasma-liquid interface as shown in Fig. 5,
when an atmospheric-pressure plasma was in contact with an alkaline solution in which luminol was
dissolved". The shape of the area with the chemiluminescence was a thin disk. The diameter of the disk
was approximately the same as that of the plasma column. The CL is considered to be originated from
oxidation reaction of luminol by O, and/or OH. The experimental results reveal that the
chemiluminescence of luminol is useful for the real-time visualization of plasma-induced short-lived
species in liquids. By using pulsed DC voltage for plasma generation, we measure the temporal change
of the emission from chemiluminescence of luminol and nitrogen second positive band system which is
emission from plasma, as shown in Fig. 6 The nitrogen second positive system appears immediately
after plasma turns ON, and immediately disappear after plasma turns OFF. On the other hands, rising
time of CL is delayed nitrogen emission, and decay time is also delayed. Delay time of decay is about
100 us which might indicate the life-time of reactive species in liquid included by plasma. These results
show that CL emission indicates the reaction in liquid phase such as short reactive radical. The
understanding the chemiluminescence might be important for clarification of reaction mechanism
induced by plasma.
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Fig. 5. Image of CL induced by plasma.
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5. Conclusion

This study reported about the some of the experimental results of atmospheric pressure plasma using
liquid electrode. Not only gas phase but liquid phase, many reactions are observed.
In presentation, | will talk about the detail experimental results.
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The presentation deals with the use of plasma for modifications and conversions of nanomaterials,
more specifically nanocatalysts. To understand the plasma modifications or syntheses of different
nanomaterials, we need to understand the basic processes taking place at the atomic scale. These
processes depend highly on used plasma species and can produce highly unusual states of
nanomaterials which can improve catalytic properties.

In the recent direction of research, plasmas are being more and more used for or in catalysis. The aim is
either to find alternative routes for a large scale production of, e.g. new gases or to increase catalysis
efficiency of catalytic materials. There are two systems where plasmas work for catalysis; i) in synergy
systems of beneficial interactions between plasma and materials, or ii) in systems where plasmas are
used for the design of catalysts. The last aspect connected with the design of nanocatalysts is opening
the new opportunities for applications. Low-temperature plasmas have proven to be great sources for
the surface manipulations or supplying building blocks for nanomaterials. Furthermore, the specific
plasma-surface interactions are leading to synergistic effects, where very little is understood in terms of
basic processes taking place. The catalytic activity of nanomaterials is determined by their size, faceting,
the presence of steps, defects, strain, oxidation state and support material. In plasma catalysis, all these
nanomaterial factors are influenced by plasma, thus affecting the sequent catalytic process. To
understand these processes at the atomic scale and mechanisms taking place, we implemented different
low-pressure plasma treatments of nanoscale materials such as nanowires or nanoparticles. As results of
interactions of various plasma species including electrons or neutral atoms, the intrinsic properties of
nanomaterials change. These observations are supported by analytical methods in order to unravel what
is occurring on the nanomaterial surface. Through the changes in the crystalline structure of material or
reorganisation of its surfaces, the functionality of materials in radically changed for applications such
as gas sensing, liquid purification, etc.
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Atmospheric pressure plasmas (APPs) have been intensively studied in the last decade due to their high
potential in the applications in medicine, biology and, lately, in agriculture [1, 2]. They are generated in
plasma sources of various geometries and configurations and with different electrode material in order
to make them efficient for large variety of applications. The types of sources used are mainly
atmospheric pressure plasma jets (APPJs), but since some applications require large areas to be treated
plan parallel dielectric barrier discharges [3-6] are also utilized. Typical configurations of APPJs consist
of a tube for conducting the flow of the buffer gas and set of electrodes where powered one can be in
the contact with the plasma or covered by dielectric. The power supplies that are most commonly used
can be divided by the type of signal as continuous or pulsed and they can operate in the large range of
frequencies (from several kHz to GHz). The choice of the geometry as well as the type of the power
supply used is governed by the application of the APP. Regardless of the system choice and
configuration, one needs to perform detailed diagnostics of the plasma system to obtain the data that
could be linked to the processes significant for the particular treatment. Then, the efficiency of desired
application can be assessed and, which is also important in many cases, there is an opportunity up to
some extent to compare the achieved effects with the other systems used for the same application. At
the same time, the detailed diagnostics allows the studies of fundamental questions of APP behaviour.
For instance, in the case of APPJs an interesting feature of formation of pulsed atmospheric-pressure
streamers (PAPS) was observed and investigated. The fast ICCD imaging of this phenomena revealed
that PAPS have a speed of several kilometres per second and their formation and propagation still needs
to be explained in more detail.

However, from the point of applications the most important feature of the APP is that they create
chemically highly active media (both in gas and liquid) with the properties that can be generally tuned
according to the application’s demands. The active chemistry of the plasma’s gas phase can directly
modify the treated surface or activate specific mechanisms inside the treated target, e.g. plasma
treatment of cells leading to the improved differentiation or cancer cell death [7, 8]. Also, since APP
can operate in direct contact with a liquid, the chemically active environment produced in the gas phase
above the liquid can modify the physical and chemical properties of the treated liquid [9-11]. Extensive
research in this type of experimental configurations has led to the development of the applications of
APP in the field of agriculture. Two examples of such applications are direct treatment of seeds and
treatment of water in order to create plasma activated water. It was shown that in both cases plasma
treatment induces higher germination percentage, less contamination of the seedlings, higher water
uptake and faster plant development. These and other observed effects are the result of the interaction
of plasma formed reactive oxygen and nitrogen species (RONS) with the seed and plant cells. RONS
can trigger various biochemical mechanisms that can be observed also at molecular level through the
activity of enzymes or hormones in the seeds and plants.

Here we will try to give the overview of the detailed characterization of the APP systems that were used
for both medical applications and applications in agriculture. Results of time-resolved plasma imaging
using fast ICCD camera will show the development of plasma structure within one period of the power
signal and provide an insight in kinetic effects such as PAPS. Moreover, by using optical emission
spectroscopy spectra of excited species in the gas phase will be obtained allowing the qualitative
assessment of excited species above the treated liquid. The results of electrical measurements of APP
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sources, as another important diagnostics tool, will be presented. Comparison of the two different APP
(in electrode geometry and applied voltage frequency) will be done by comparing both the results of
plasma diagnostics and the response of the biological system treated by these plasma sources. Also,
investigations of the applications of APP in the agriculture will be shown featuring the idea of plasma
decontamination of water polluted by pesticides and its influence on germination of commercial plants.
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For environmental protection, the decrease of harmful pollutants in industrial gas flows is decisive.
In particular in industrial paint shops, so called volatile organic compounds (VOC) need to be
drastically oxidized to CO; and H2O in an ideal case, since the emission of VOCs is strictly regulated
by legislation. Conventional methods such as regenerative thermal oxidation (RTO) become
inefficient to operate when dealing with low concentrations (< 1g/m?®). On the other hand, energy
costs of RTO are rather high, typically exceeding on third up to one half of the total energy costs of
a car production facility.

A solution especially for low concentrations of VOC in exhaust may be delivered by plasma
technology. Based on a surface DBD (SDBD) system, plasma is capable to drastically reduce the
VOC concentration by generating oxidative radicals like O, OH, O3 and many others.

In this talk, the concept of SDBD is presented, the plasma is quantitatively characterized by optical
spectroscopy and some examples of VOC conversion, in lab and industry, are presented.abstract of
the contributed paper. Short abstract of the contributed paper. Short abstract of the contributed paper.
Short abstract of the contributed paper. Short abstract of the contributed paper.
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UNRAVELING THE COMPLEXITY OF BARRIER
DISCHARGES: ROTATIONAL NON-EQUILIBRIA AND
MICRO-AMPERE CURRENTS

Petr Synek, Jan Vorac, Tomas Hoder

Department of physical electronics, Masaryk University, Brno, Czech republic
E-mail: synek@physics.muni.cz

In this contribution we present the methodologies which enable current characteristics with both
temporal resolution in sub-nanosecond times and current sensitivity in the range from tens of
microamperes to milliamperes, as well as way to probe the non-equilibrium rotational-vibrational
state distributions of molecules from emission spectra. By application of these methods to barrier
discharges we were able to find previously undocumented physical processes as sub-critical
discharge pulses, to measure ion post discharge currents and strongly non-equilibrium distributions
of excited molecular states.

1. Introduction

The precise analyses of fast plasma pulses formed in high-pressure micro discharges has been and still
remain challenging task. Such highly non-equilibrium plasmas are of great importance in multiple
traditional and novel applications (for example, optimisation of ozone generation, gas and water or
surface treatment or plasma medicine). There is a constant need to have an enhanced, up-to-date and
easy to access analytical methodology at our disposal. Two key approaches for discharge analysis are
electrical characterization and various optical diagnostics. Precise current and charge transfer
measurements reveal new phenomena, quantify energy input, determine charge transfer distribution
functions, clarify memory propagation, or even estimate plasma density. Optical emission spectroscopy
applied to non-equilibrium plasmas in molecular gases can give important information on basic plasma
parameters, including the rotational, vibrational temperatures and densities of the investigated radiative
states which give us insight into discharge chemistry.

In first part of this contribution, we compare simple self-made current probe and its performance with
some commercial current probes in common usage [1]. We show that with calibration the proper
(undeformed) shape of the measured nanosecond current pulse may be reconstructed. By application of
this probe to a single-filament barrier discharge in atmospheric air we were able to measure the ionic
currents and revealed novel features of the micro current pulses. When we have combined this method
with a high-sampling-rate oscilloscope, it allowed us to analyse the statistical behaviour of the discharge
over 82 consecutive unique periods with sub-ns resolution and pA sensitivity. This allowed us to address
fundamental discharge phenomena as a post-streamer electric field rearrangement, isobaric gas
expansion due to the temperature rise, and microscopic discharging of surface charge domains.

In next part we describe how to precisely understand the non-equilibrium of rotational-vibrational state
distribution from the investigated spectra without limiting presumptions. We show that state-by-state
temperature-independent fitting procedure is the ideal approach. We have developed a novel software
tool, freely available for the scientific community, which offers a convenient way to construct
Boltzmann plots even from overlapping molecular and atomic spectra, in a user-friendly environment
[2,3]. By application of this software to the challenging case of spectra of the surface streamer discharges
generated from the triple-line of the argon/water/dielectrics interface we were able to obtain spatially
and phase resolved rotational populations of f N2(C) and OH(A) and reveal the inequilibria within.

This reasearch was part of larger project which focuses on study of surface barrier discharge emerging
at the triple-line (triple-junction) of the argon/water/fused silica interface. Plasmas generated at the
triple-line at atmospheric pressure usually feature high temperature and electric field gradients as a result
of the presence of strong charge separation in the narrow sheath. This feature can be important in the
treatment of sensitive or bio-medical samples, or when trying to understand the detailed plasma-initiated
chemistry in the surface treatment of polymers.
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2. Electrical analysis
Before we performed the triple-junction electrical characterization it was necessary to improve the
methodology of current characteristics on dielectric barrier discharges. We aimed to compare two
commonly used probes Tektronix CT-1, Pearson current monitor 2877 and a self-assembled coaxial
resistive probe to test their applicability to dielectric barrier discharge (DBD) in order to measure small
capacitive currents. For this reason we have chosen configuration with symmetric electrodes with a gas
gap of 1 mm, both electrodes were half-spherical with approximately 0.5 mm layer of Al.Os as dielectric
barrier. The curvature radius of both dielectrics was approximately 2 mm. All experiments were
conducted in ambient atmospheric pressure air.
We have compared the probes by trial on this DBD configuration and by measuring their frequency
response using a vector network analyser (Rohde & Schwarz,) to obtain the frequency response and
phase shift in the 10 kHz—10 GHz range. Out of the probes the self assembled probe shown best
sensitivity and frequency response.
Using high-resolution (bandwidth 2 GHz), high-sensitivity (10-bit ADC), high-sampling-rate of 20 giga-
samples per second (GSs™) oscilloscope (Keysight DSO-S 204A with four input channels) and by
measuring simultaneously on two oscilloscope channels with different ranges we were able to cover
simultaneously both capacitive currents in order of tens of pA and discharge pulse current in order of
tens of mA (see Figure 1).
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Figure 1. Current characteristics of pulse a), capacitive current b) and detail of discharge phase with low
currents c) measured by BNC probe.

By post processing we have merged both current channels into one dataset. Using the data obtained from
frequency response measurement we were able to ‘correct’ the error induced by probe uneven
attenuation and phase response (pulse wave packet undergoes frequency dependent dispersion in the
cables). This correction for example shows that 1 m high quality coaxial cable can increase observable
width of 2 ns pulse up to 3 ns.

This enhanced methodology enabled us also to detect micro pulse currents with amplitudes of a few tens
of pA and ion (post-electron) currents. These micro-pulses are in immediate pre-discharge times, but
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mostly during the ion current. An example of such pulses is depicted in figure 1.c. As their source of
origin was uncertain at first, we performed a series of tests to prove that they are discharge-related and
not a glitch in the system. This low-current low-charge feature leads us to describe these micro-pulses
as sub-critical pulses. A discharge with such small current cannot bridge the gap in given time and
remains sub-critical with respect to the classical microdischarge bridging the millimetre gap between
the dielectrics under given conditions. Moreover, it is worth noting that the transferred charge of these
pulses is in the range of 107 electrons. This number lies under the known Raether-Meek criterion value
of 108 electrons necessary for streamer initiation {raizer1991}.

Using high-sample rate oscilloscope we obtained continuous signal for 82 successive periods of the
applied sine voltage and statistically processed these data in order to extract the information which may
show the physics hidden behind it. To do so we have modelled the data using simplified pulse profile
(see figure 2.) for each discharge pulse and gathered this information into the database containing all
available information in accessible manner. The results show that the precise measurements of ionic
currents of microsecond duration can play significant role in total transferred charge during the current
pulse as they contribute up to 50% of total transferred charge.
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Figure 2. On the left the schematic figure describing the fitted experimental data current waveform. Final
profile is created by adding the short-term intense current pulse of electrons and long-term low discharge
ion. Fit variables are depicted accordingly. Please note the breaks on current and time axis. The model was
applied for each discharge in the 82 periods and example of the fit results of ion currents are on the right.

3. Optical emission spectroscopy

The electrode in this case arrangement was based on the standard surface barrier discharge
configuration, see figure 3. Two metal electrodes (copper foil) were glued to opposite sides of a
dielectric sheet (fused silica). The dielectric sheet was curved and forms a jacket of a cylindrical cuvette
such that one electrode was glued on the outside and the other was on the inside. The cuvette was filled
with transformer oil, so the discharges are forced to appear on the outside. The cuvette with the
electrodes is placed in a sealed chamber rinsed with argon (1.4 slm flow). The purity of the environment
was checked indirectly by observing nitrogen bands in the discharge emission.

The chamber was partially flooded with deionised water such that the outer electrode is submerged. In
this way, the water forms an additional dielectric barrier and the discharges were thus not in direct
contact with the electrode. To obtain spatially resolved spectroscopic measurements, a real image of the
discharge was formed at an input slit of a monochromator (Acton SP-500) using a spherical mirror.
The camera exposure was synchronised with the discharge driving voltage. The outer submerged
electrode is earthed, whereas the inner was driven by sinusoidal alternating voltage with 5.4 kV
amplitude at the resonant frequency of 15 kHz. The positive and negative half-cycles of were acquired
separately.

To obtain sufficient signal-to-noise ratio, the signal was accumulated over 10° discharge periods on the
CCD chip before readout. Electrical investigations and ICCD imaging have shown that the discharges
appearing in the opposite half-cycles are of fundamentally different nature. The discharges always start
at the triple-line interface in contact with the water level. At one half-cycle, positive streamer discharges
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appear (average duration 30 ns). The negative streamers (average duration 15 ns) emerge in the other

half-cycle.
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Figure 3. Experimental setup: (a) Schematic sketch of the discharge reactor (detailed description of the
electrical circuit is omitted for brevity), (b) the scheme of optical detection setup

Spectra of N»(C-B) and OH(A-X) transitions were recorded and analysed. Population of N»(C) states
appeared to be in rotational equilibrium. Assuming, the rotational temperature reflects the temperature
of the neutral gas, a temperature profile along the discharge path was constructed for the separate half-
cycles. It appeared that the positive streamer discharges are slightly warmer, except for the triple-line
interface, where the temperature was comparable. The temperature in the discharges was in the range of
340-440 K.

OH(A-X) spectra revealed a greatly non-equilibrial rotational-vibrational distribution (see figure 4). A
novel method of state-by-state fitting has been developed and used to construct Boltzmann plots for each
measured spectrum. Preparing a Boltzmann plot may be a difficult task, particularly for overlapping
spectra. The proposed state-by-state fitting offers a convenient way to construct Boltzmann plots even
from partially overlapping spectra. As this functionality is offered for free as a part of an open-source
software, it is also quite undemanding and available to the community.
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Figure 4. Example of the fits (a) assuming Boltzmann distribution, best fitting Trot = 848 K and Tvib = 5300
K, (b) state-by-state fit not assuming any population distribution. The Boltzmann plot corresponding to (b)
isin figure 5.
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The Boltzmann plots were analysed assuming that the observed distribution is a sum of two Boltzmann-
distributed independent populations. The states with (v'=0, 9 < N' < 13) were found to be overpopulated
with respect to the two-Boltzmann distribution, perhaps due to fast vibrational-energy transfer. The
novel approach to the OH(A-X) spectra enabled us to decouple the different groups of OH(A) and
thoroughly investigate their properties.

N'(v') quantum numbers
2 8(0) 0(1) 10(1) 20(0) 25(0)

4.0 4.2 4.4 4.6 4.8 5.0 5.2 5.4 5.6

reduced pop. of upper state

Upper state energy [eV]

Figure 5. Boltzmann plot obtained by state-by-state analysis of spectrum in figure 4. The relative
populations are divided by the respective degeneracy, i.e. reduced. The magenta curved line is a two-
temperature fit, where the blue and red straight lines are its components. The two fitted rotational
temperatures are Trot = 343 £ 28 low K and Trot = 7800 + 550 high K. Fitted populations of v’ = 2 states
are not shown.

The temperature of the hot group of OH(A) was linked with the vibrational temperature estimate, as
they both are believed to show an intermediate step of the E-T and E-R relaxation. This is further
supported by the observation, that in the longer lasting positive streamer discharges, both vibrational
and hot group rotational temperatures were lower (compared to negative streamer discharges), while the
gas temperature was higher.
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SOME GENERAL ASPECTS CONCERNING THE PLASMA
BASED DEPOSITION OF THIN FILMS

Johannnes Berndt, Cedric Pattyn, Eva Kovacevic
'GREMI UMR7344, CNRS & Université d'Orléans, France

E-mail: johannes.berndt@univ-orleans.fr

The distinct non-equilibrium character of low temperature plasmas makes them a breeding place for
a great variety of different species in particular when they are operated in molecular gases.
Depending on the nature of the gas and the external discharge parameter these species can be used
as a basis for quite different processes as the deposition of thin films, the formation of nanoparticles
or the etching of microstructures. In the context of surface coating plasma based techniques are in
particular suitable for the production of extremely uniform and ultra thin (pin-hole free) layers that
strongly adhere to a great class of different substrates. However, the plasma based deposition of thin
films is a rather complex procedure, which involves many different plasma species, various
timescales and several physical and chemical processes. The process starts with the fragmentation
of the original parent molecule due to electron impact reactions. These reactions are responsible for
the initial formation of a great variety of different radicals and ions which can induce subsequent
polymerization reactions leading by and by to the formation of larger and larger molecules and
eventually to the formation of nanoparticles. All these species which are formed in the plasma
volume can contribute to the flux of species impinging on the substrate redounding there to the film
growth. This contribution will discuss some general aspects of plasma based thin film deposition
processes. The deposition of thin films performed in mixtures of argon and aniline will be used to
illustrate some specific problems occurring in plasma based polymerization processes.
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We investigate atmospheric-pressure micro-discharges excited by nanosecond high-voltage pulses,
in helium-nitrogen mixtures. We use a particle-based (first-principles) approach and also include in
the simulations the transport of the helium VUV resonance radiation. We find that the computed
charged particle densities and fluxes, as well as the discharge current are significantly higher when
electron emission from the cathode surface due to the VUV radiation is accounted for. The
simulations allow us to compute the density of helium atoms in the 2'P resonant state, the density
of photons in the plasma and the line shape of the resonant VUV radiation escaping the plasma. We
find significant radiation trapping in the plasma and photon escape times much longer than the
duration of the excitation pulses.

1. Introduction
Short-pulse discharges excited with ~kV voltages in various gases have been attracting considerable
interest and have been studied for a wide range of pressure (extending from low, ~mbar, to atmospheric
pressure) [1] and a wide range of excitation voltage pulse width (from the picosecond domain up to tens
- hundreds of nanoseconds) [2,3]. The gases that have been considered, include pure noble gases and
their mixtures with molecular gases, as well as air, which is particularly important for various practical
applications. Studies have been reported about, e.g., switching applications [4,5] and the effects of active
species generated in such discharges, on cells and tissues [6].
The primary computational tools for investigations of high pressures discharges are based on the fluid
approaches. Fluid computations are usually able to account for the complex plasma chemistry [7,8],
however, particle-based kinetic approaches, like the Particle-in-Cell method complemented with Monte
Carlo Collisions (PIC/MCC), have also been applied in some studies, despite the high computational
requirements, because these can describe non-local kinetic effects in domains with high reduced electric
field and provide access to the electron energy distribution function [9-11].
In [12] we reported the development of a particle-based simulation code for the description of short-
pulse, ~ns) discharges at atmospheric pressure mixtures of helium and molecular nitrogen (at N2
concentrations < 1 %). In this code, we have also included the photon treatment of the VUV resonance
radiation of helium, based on the approach presented in [13]. We have shown that electron emission
from the electrodes due to VUV photons largely enhances the charged particle densities and fluxes, and,
consequently, leads to a higher plasma current. Analysis of the velocity distribution function (VDF) and
the energy distribution function (EEDF) of the electrons indicated the presence of highly energetic
electrons near the negative electrode and a significant anisotropy of the VDF. These observations
demonstrated the usefulness (and uniqueness) of particle simulations of such physical systems. The
analysis of photon trajectories indicated very strong trapping of the resonance radiation at the high
pressure of 1 bar, as revealed by the escape time and the spectral distribution of the photons arriving at
the electrodes. Below, we briefly describe our discharge model and its implementation, and give
illustrative computational results for several discharge characteristics to give an insight into the
operation of short pulse atmospheric plasma sources.
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2. Discharge model and simulation
The simulations are based on the "standard" PIC/MCC approach (see e.g. [14]). Our electrostatic code
describes a symmetric bounded plasma that is one dimensional in space and three dimensional in
velocity space (1d3v).
We trace electrons and three ionic species: He*, He,", and N>". Electrons collide with He atoms and N
molecules of the background gas. For the electron — He atom collisions we use the cross sections from
[15], while for electron — N collisions, the cross section set is adopted from [16]. (We note that this
latter set is largely based on the Siglo cross section set, which is now accessible at the LxCat website
[17]). All electron — atom/molecule collisions are assumed to result in isotropic scattering. When
electrons collide with He atoms, 50% of the excitation to singlet states is assumed to result in the
formation of singlet (2'S) metastable atoms and the other 50% is assumed to populate the 2'P resonant
state, either by direct excitation to these levels or by cascade transitions from higher-lying states [12].
For excitation in the triplet system, 50% is assumed to lead to the formation of triplet metastables (23S).
For the three types of ion species, we only consider elastic collisions with the major constituent of the
background gas, i.e. He atoms. Besides these processes only two additional heavy-particle processes are
considered: Penning ionisation (He* + N, — He + Ny* + ¢7) and ion conversion (He* + He + He —
He,*+ He). These are treated in the model in the following way: the rates of these reactions (which are
adopted from [18,19]) are used to assign a random lifetime — according to the Monte Carlo approach —
to each of the metastable atoms and He™ ions upon their "birth". These particles are then placed on a
“wait list” and the given conversion reaction is executed at a later time according to the (random) lifetime
of the given particle. The complete list of elementary processes is given in Ref. [12].
To account for the transport of the resonant radiation we keep track of the excited atoms in the 2*P state
and trace the propagation of individual photons. The excited state is assigned to have a random lifetime
according to the natural lifetime of the 2P level. Upon emission of the photon, natural broadening and
pressure broadening, as well as Doppler broadening of the emission spectrum are considered and the
actual wavelength of an individual photon is sampled randomly from the broadened spectrum. The free
path of the photon is defined by the (wavelength dependent) photo-absorption cross section of the 1!S
— 2P transition. At the high-pressure conditions considered here the photons propagate via a sequence
of free flight — absorption — emission events until they eventually escape the plasma. For more details
see [12].
The neutral gas temperature is kept constant at T; = 300 K. The electron reflection probability at the
electrodes is set to 0.2, and we adopt the following values for ion-induced secondary electron emission
coefficients: y(He*) = 0.15, y(Hez*) = 0.1, y(N2*) = 0.05. For the VUV photons, we take an electron
emission coefficient of y(ph) = 0.1. The simulations start from a pre-defined “seed” electron and ion
density, He,* and N* ions and electrons are distributed within the electrode gap according to a cosine
profile. The electrode area is assumed to be 1 cm?,

3. Results

The characteristics of nanosecond discharges are illustrated for a trapezoidal excitation voltage pulse
that has a peak amplitude of U, = 1600 V and equal rise, plateau duration, and fall times, T =5 ns. The
background gas composition is He + 0.1% N at p = 1 bar pressure and we take an electrode distance of
L = 1 mm. The spatial average of the initial charged particle density (of both the positive and negative
species) is no = 1.5 x 10t cm™3,

The excitation voltage pulse and the computed discharge current pulse are displayed in figure 1. For the
conditions given above, the discharge current exhibits only a slow increase during the rising slope of the
applied voltage pulse. When the plateau of the voltage pulse is reached, electron multiplication becomes
significant and the current rises rapidly up to a peak value of ~10 A, which is reached at the end of the
plateau. Subsequently, the current decreases and upon the termination of the voltage pulse a negative
current pulse is generated due to the presence of the accumulated ion space charge that cannot respond
to the voltage variation on a ns time scale.
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Fig. 1. Excitation voltage pulse (left scale, black line) and computed discharge current (right scale, red
line) for a trapezoidal voltage pulse with parameters Uy = 1600 V peak voltage and T = 5 ns, for He +
0.1% N, buffer gas at p=1bar, L=1 mm, and nop = 1.5 x 10 cm™3,

The spatio-temporal evolution of the densities of charged particles and He atoms in the excited
(metastable and resonant) states, shown in figure 2 helps understanding of the details of plasma
development and dynamics. At the initial phase of the discharge (at times t < 5 ns) we observe that the
“seed” electrons are swept towards the anode — with no significant multiplication, due to the relatively
low electric field at early times of the pulse (see figure 2(a)). However, as the excitation voltage reaches
its plateau, the electron density grows by about an order of magnitude in a few nanoseconds and we
observe that an ionisation front moves towards the cathode, and the cathode sheath develops. Upon the
sheath formation, the He* ion density (figure 2(b)) grows significantly and reaches a peak value of few
times 10 cm™ near the cathode, similarly to the electrons. Some of the He* ions convert to He," ions,
the density of the latter (shown in figure 2(c)) exhibits a growth in the cathode region as well. Due to
the low concentration of N in the buffer gas the N,* ion density (figure 2(d)) is relatively low (about
two orders of magnitude lower than the densities of He ionic species). We note that this density ratio is
specific to the short-pulse excitation scenario considered here, in [12] we have found that for ¢ = 30 ns
(i.e. for an excitation pulse that has a total length of 90 ns) and U = 1000 V, but at otherwise similar
conditions, the N2* ion density exceeds the He* density at times beyond ~70 ns. The different behaviour
can be understood by the relation of the pulse length vs. the characteristic conversion times associated
with the Penning and helium ion conversion reactions, at longer times the number of N2 ions is
increased by the former and the number of He* ions is decreased by the latter reaction.

The data shown in figures 2(e) and (f) indicate that a significant density of metastable atoms and 2P
excited atoms build up. Besides of the cathode region these species are also present in the bulk plasma
region filling most of the electrode gap, with densities in the order of few times 10** cm?,

The time-dependence of the (resonant) photon flux at the cathode is shown in figure 3(a). These data
clearly illustrate that the photon “escape time” is significantly longer than the duration of the excitation
pulse — the radiation decays on the order of several hundred ns (which is not covered by the present
simulations). This slow decay is the consequence of the fact that the VUV photons are many times re-
absorbed / re-emitted until they escape the plasma, due to the very high photo-absorption cross section
of this radiation [12]. As the photo-absorption cross section sharply peaks at the line centre, photons
with 1 = Ao = 58.4334 nm have a very short flight before the next absorption event and have very little
chance to leave the plasma. This effect gives rise to a specific line shape of the resonance radiation that
leaves the plasma, characteristic for high-pressure, optically thick plasma conditions, shown in figure
3(b). The intensity of the radiation at the line centre is weak, and the radiation intensity spreads to the
“wings” of the spectral line, giving rise to a significant line width.
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Fig. 2. Spatio-temporal evolution of the density of electrons (a), ions (b,c,d), metastable atoms (e), and
He atoms in the 2P resonant state (f), for a trapezoidal excitation voltage pulse. Discharge conditions:
Uo = 1600 V and 7 = 5 ns, He + 0.1% N buffer gas, p=1 bar, L =1 mm, and no = 1.5 x 10" cm™. The
cathode of the discharge is situated at x = 0 mm, while the anode is at x = 1 mm.

4. Summary

We have presented a simulation study of atmospheric-pressure nanosecond discharges in He + 0.1% N
buffer gas, excited by ~kV voltage pulses. Besides tracing charged species (electrons and He*, He,", and
N2* ions) the simulation code also included the transport of the VUV helium resonance radiation by
keeping track of excited atoms and trajectories of individual photons. Examples were given for the
computed current pulse shape, the spatio-temporal evolution of the densities of charged species and
excited atoms, the time dependence of the photon flux and the time-averaged line shape of the He
resonance radiation. More complete overview of the characteristics of these discharges is given in Ref.
[12].
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Fig. 3. The flux of VUV resonance radiation at the cathode, as a function of time (a) and the temporally
averaged line shape He of the 2P — 2!S resonance radiation, around the central wavelength of
Ao = 58.4334 nm (b). Discharge conditions: Ug = 1600 V and 7 = 5 ns, He + 0.1% N, buffer gas,
p=1bar,L=1mm,and no=1.5x10% cm3,
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Non-thermal atmospheric pressure plasma jets represent a simple technology for the modification
of material nanostructure and surface chemistry. They can be applied to polymers aiming at
improved adhesion of further coatings or adhesives or synthetic textiles to improved wettability
and biocompatibility. We have investigated an industrial device based on gliding arc discharge
working in air at 50 Hz. The novelty of our set-up consists in the addition of an extra gas from the
side, i.e. into the region of non-thermal gliding-arc plasma filaments. This set-up was optimized
“in silico” with the help of gas dynamics simulations and investigated experimentally by plasma
diagnostics (optical emission spectroscopy and fast camera imaging) and analyses of plasma-
treated polypropylene. The side addition of argon revealed an increased width and improved
uniformity of the plasma treatment at higher treatment speeds. Addition of argon with vapours of
chemical reactants enabled different modifications of polypropylene surface or deposition of
functional thin films.

1. Introduction

Atmospheric pressure gliding arc is ignited between the divergent-shape electrodes as a thermal arc.
The plasma channel slides along the electrodes and as it is pushed away it develops into a non-thermal
plasma filament [1]. The sliding can be caused by (i) gravity-dependent buoyant force originating from
the temperature difference between the hot plasma channel and cold surrounding atmosphere, and/or
(ii) drag of gas which typically flows between the electrodes. Gliding arc is usually studied in flow
regimes with relatively high flow rates (= 1 m/s). In such case, the gas drag governs the discharge
dynamics, especially the speed of the plasma column movement [2-4] and the buoyancy, directed
opposite to the gravitational force, plays only a minor role.

The efficiency of vibrational excitation pathways is high at the typical electron temperature of
gliding arc, Te = 1 eV, and it leads to a high concentration of active species [5]. Therefore, the gliding
arc can produce a high concentration of reactive radicals available for the treatment of polymer
surfaces and it is a promising candidate for a quick and efficient plasma treatment at atmospheric
pressure. When applied to polymer materials aiming at an improved adhesion of top coatings, adhesive
strength of joints and improved wettability.

The gliding arc can be operated in various working gases such as dry [6] and humid air [7],
pure oxygen, nitrogen [8], noble gases [9] or hydrocarbons [10]. For the industrial applications,
utilization of dry or humid air is preferable to maintain the process costs as low as possible. Therefore,
several studies of the gliding arc jet working in the mixture of air with an additive were carried out in
recent years [11, 12]. However, in all of the published studies, the additive was mixed into the air
before the arc ignition point leading to its high fragmentation in the thermal region of the plasma. The
opposite approach is the utilization of a post-treatment grafting that can lead to the high density of
functional groups but it is time consuming [13] and thus, not suitable for the industrial process lines.
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In this work, we have utilized a novel approach to achieve a complex plasmachemistry by
addition of an extra gas from the side, i.e. into the region of non-thermal gliding-arc plasma filaments.
The side gas inlet for the addition of gaseous additives, especially a mixture of monomer vapors with
carrier gas, was proposed with the help of gas dynamics simulations and the monomer transport
simulations provided a deeper insight into the mixing process. The gas-phase chemistry was studied
by optical emission spectroscopy. The plasma dynamics was observed with fast camera imaging. The
results of plasma-surface interaction were assessed by the surface analysis of modified polypropylene.

2. Experimental details

The experiments were carried out with the industrial gliding arc jet GVN1k-2011 (SurfaceTreat)
operating at 50 Hz. Its stainless steel electrodes were enclosed in the box with the slit 40 x 12 mm?
(Fig. 1). The power was set to 450 W and the gliding arc voltage was U = 10 kV. The compressed dry
air was used as the discharge working gas at the flow rate of 11.8 slm. The distance d between the
polypropylene (PP) sample and the gliding arc jet nozzle (right side of Fig. 1) was kept constant at 10
mm. During the treatment, the sample was moved with the constant speed using a conveyor belt. If not
specified, two passes with the offset of 5 mm from the sample axis, i.e. with the relative vertical shift
of 10 mm, were applied.

An extra gas mixture could be added from the side into the region of non-thermal gliding-arc
plasma filaments by a capillary mounted at y = 2.5 mm below the jet nozzle (Fig. 2, right). Vapour
additives were transported using two argon (99.998 %, Messer) lines (Fig. 2, left). One line passed
through the bubbler with the different tested liquids (demineralized water; ethanol, Lach-Ner 96 %;
isopropanol Lach-Ner > 98 %, hexamethyldisiloxane, Sigma-Aldrich > 99,5%; n-hexane). The argon
flow rate was varied in order to vary the vapor flow rate according to the bubbler equation [14]. The
second argon line was used to keep the total argon flow rate constant.

3. Gas dynamics simulations

The simulation was implemented using COMSOL Multiphysics platform in two steps. All the
equations were solved at the atmospheric pressure dry air and the standard temperature. In the first
step, the gas flow dynamics was calculated using Navier-Stokes equations (Computational Fluid
Dynamics module). For simplicity, the influence of plasma or heating on the gas flow dynamics was
neglected. In the second step, the transport of an additive was calculated with the Transport of Diluted
Species module using the results from the previous step assuming the well-diluted mixture of 5 %
benzene vapors in air at the side inlet boundary. The choice of benzene was based on the availability
of necessary physical constants and in the same time, its similarity with more complex additives going
to be used in the further research. The recalculation of the Navier-Stokes equations in this step was not
necessary because the small additive concentration would lead to only negligible changes.

sample

Fig. 1. Glide arc GVN1k-2011 in operation (left) and its schematic drawing illustrating the shape of
electrodes, enclosing box and the distance d between the slit jet nozzle and treated surface (right).
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Fig. 2. Schematic sketch of the experimental configuration with the side gas injection system
consisting of an alumina capillary (left) and detail of the cappilary position (x and y coordinates) with
respect to the gliding arc jet (right).

The differential equations were discretized using the finite element method and solved in full
close-to-real three dimensional geometry. The model geometry included the gas inlet pipes (main inlet,
side inlet), jet head with electrodes and the gap between jet head and sample. Tetrahedral mesh
consisting of more than 800000 elements was used for discretization. Three types of boundary
conditions were implemented to constrain Navier-Stokes equations. The gas flow rates were imposed
at the main inlet and the side inlet. The no-slip boundary condition was imposed at all the walls (the
electrodes, the walls of the gas inlet and the plane representing the surface of the sample), which
effectively set the gas velocity to zero. At the outflow, the Dirichlet boundary condition for pressure
was applied by setting p = 1 atm, representing free gas outflow.

The vertical distance of the capillary from the jet head (y-coordinate in Fig. 2) and the gas
flow rate through the gliding arc were fixed for all the calculation at the values 2.5 mm and 11.8 sim,
respectively. Other parameters were varied in order to find the optimum conditions. The capillary
diameter was 0.8 or 1.8 mm, the gas flow rate was 0.5 - 5 sim and the distance from the central axis of
the discharge (x-coordinate in Fig. 2) x = 8.5, 11.0, 13.5 mm.

The results for the capillary 1.8 mm and x = 8.5 mm are shown in Fig. 3. In this case, the
optimum gas flow rate ensureing the transport of additive into the main discharge gas stream seemed
to be 3 - 4 sim through the side inlet. The optimum value increased with the higher x and decreased for
lower capillary diameter. Therefore, the 0.8 mm capillary and x = 8.5 mm were chosen for followed
up experiments.

4. Plasma diagnostics
Optical emission spectra in the range 200—-1000 nm were recorded with Andor spectrometer Shamrock
500i eqquiped with CCD Andor Newton detector. Atomic lines and molecular bands in measured
emission spectra were identified according to the NIST Atomic Lines database and [15], respectively.

The relatively strong OH (A-X) bands were recorded in the range 306-310 nm. The presence
of OH in the measured spectrum was attributed to the electron dissociation of water vapors which
were admixed from surrounding air into the discharge region. The presence of OH emission enabled
the calculation of OH radical rotational temperature T..«(OH) using MassiveOES software [16]. The
rotational temperature was 4100 — 4200 K.

Investigation of space and time development of the plasma filaments and dynamics of its
interaction with PP was carried out with ultrafast camera (Photron FASTCAM SA-X2 1080K with
objective Nikon 105mm /2,8 G NIKKOR AF) imaging with the speed of 20000 frame/s (frame
exposure time of 48 ps) or the speed of 30000 frame/s (frame exposure time of 25 ps). Example of
plasma filament development is in Fig. 4.
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Fig. 3. Concentration of additive n (mol/m®) calculated from the numerical simulation of gas
dynamics for the capillary inlet diameter of 1.8 mm and its position x = 8.5 mm, y = 2.5 mm.
The gas flow through the gliding arc was 11.8 sim.

5. Plasma modification of polypropylene

The water contact angle (WCA) of plasma treated PP was measured by the sessile drop (3 ul of
demineralized water) method using the See System (Advex Instruments). The surface free energy
(SFE) was roughly determined using Arcotest - testing marker QuickTest 38 (TQC) designed to
discriminate polymer surfaces with the free energy above and below 38 mN/m. In some experiments,
SFE was determined from CA measurements using two liquids, water and diiodomethane.

The surface chemical composition was characterized by XPS using the Axis Supra (Kratos
Analytical) spectrometer with the monochromatic Ka radiation. The survey spectrum was measured
using the pass energy of 80 eV with the step of 1 eV. The pass energy of 20 eV, the step 0.1 eV and
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five-time accumulation were used for the high resolution measurements. All the spectra were acquired
in at least two different places (to ensure that the modified PP is measured) in the so-called slot mode
in which the electrons were collected from an area of 3 x 2 mm. All the samples were analyzed
maximum 1 hour after the treatment. The XPS C 1s spectra were fitted by the CASA XPS software
after the subtraction of Shirley-type background.

The tensile strength of the adhesive joint between PP and aluminum stripes (25 x 100 x 5 mm
and 25 x 100 x 1.5 mm, respectively) created with the epoxy adhesive DP190 (3M) was measured
according to the norm (668510) CSN EN 1465 [17]. The aluminum stripe was mechanical roughed for
ensuring an excellent adhesion to the epoxy glue. The dimension of the joint part was 12.5 x 25 mm.
For each treatment condition, a set of 10 samples was prepared. The preparation of the PP-epoxy-Al
joint was carried out one day after the plasma treatment. The joints were weighted down by the weight
of 0.7 kg per sample for the next 24 hours. The tests were carried out after at least seven days when the
cure of adhesive was ensured. The free ends of the stripes were gripped by claws of the ZD 10 (W +
B) tensile tester and pulled away with the velocity of 20 mm/min.

166 ns

v

2500 ns

1500 ns 233401s

Fig. 4. Ultrafast camera imaging with 2000 frame/s and frame exposure time of 48 pus.
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The idea to use microparticles as electrostatic or thermal probes for plasma diagnostic purposes was
implemented during the last decades by several experiments [1]-[5]. Because of their small size,
microparticles can be utilized in studies of dynamic processes [6] as well as single probes in plasma
sheath diagnostics [7, 8]. In this study SiO2 microparticles are in an optical trap to manipulate them in
the environment of a CCP discharge. In contrast to common plasma diagnostic tools (e.g. Langmuir
probes, calorimetric probes, mass spectrometers etc.), in the uPLASMA (microparticles in a discharge
with laser assisted manipulation) experiment particles can be regarded as noninvasive single probes [9].
The displacement of the particle in the laser trap is observed to measure a force while it is moving
relatively to the plasma, either deeper into the sheath or into the plasma bulk [see Fig. 1 a)]. The benefit
of the presented technique is the possibility to retain the particle even after the plasma is turned off.
Systematic measurements of the residual charges [10] on the particle after switching off the plasma have
been performed [see Fig. 1 b)], depending on the position of the particle in the plasma bulk or the sheath,
respectively. Furthermore, charging of the spheres by UV radiation in an external electric field is
investigated and discussed. The measurements indicate electron induced secondary electron emission
and an emission yield above unity for energies about 100 eV [11].
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Fig. 1. a) Photo of a trapped probe particle moved into the plasma bulk ~50 mm above the other levitating
particles in the plasma sheath. b) Force measured from the positions of a confined, charged particle after
the plasma was switched off and a sawtooth potential is applied on a capacitor electrode to generate an
electric field and to determine the residual charge.
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An investigation of the breakdown voltage of argon has been made at room temperature under high
pressure conditions. The measurements were performed for the stainless-steel electrodes at sphere
to plane geometry separated from S5pum up to 100pum with the pressure range from 1bar up to 60bar.

1. Introduction

It has been found, that Paschen’s law is no longer valid in compressed gases and in high DC electric
field in the order of 10-20MV/m [1-3]. This failure of Paschen's law was associated with the onset of
the pre-breakdown current attributed to the field emission of electrons from the cathode. However, the
surface properties of the electrodes and also the purity of the gas plays important role in the mechanism
of discharge ignition [1]. In this paper we have focused on the study of the influence of the electrodes
on the gradual evolution of the breakdown voltages at electric field up to 200MV/m and the temporal
evolution of the breakdown.

2. Experimental setup

The measurements were carried out using Argon of 6.0 purity and high pressure chamber equipped with
stainless steel electrodes of sphere to plane geometry. The schematic view of apparatus is shown in Fig.
1. One of the electrodes was fixed and the other one was movable continuously with micrometre screw
with resolution of ~2um in the range of 5um to 100 um. To avoid fast damage of the electrode surface
after each discharge ignition, a shutdown mechanism was implemented in circuit released by the current
probe. The breakdown voltages and the current waveforms were measured by Tektronix probe P6015A,
Pearson current monitor 2877 and recorder by oscilloscope (Agilent DSO5032A).

Voltage probe — Tektronix P6012
Pearson current monitor 2877
Ballast resistor
[2000 Ohm —(—
2000 Ohm -, 1.6MOhm

pnoda nAmperemeter
Resolution
/\ 300pA-20uA
Cathode
Turn off system delay
|_ 600ns
GND

Remote Voltage source
0-1600V

Fig. 1. Schematic view of experimental setup.

3. Results and discussion
Typical evolution of the breakdown voltage as a function of the number of the breakdowns at different
pressure is shown in Fig 2. We have observed following behavior at different condition:
1) for fresh polished electrodes are inserted in to the chamber, the breakdown voltage is measured
with uncertainty around 10-15%
2) after several of breakdowns, in some cases even after first breakdown the difference in
breakdown voltage may reach 50 -90% of initial value.
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3) at the electrode distance of 10um and pressure 50bar we have observed a similar value of direct
breakdown as for low pressure of 10bar.
This indicates that at high pressure a rapid change of electrode surface properties plays crucial role in
breakdown voltage at high electric fields. This observation is supported as well by the state of the
electrodes after the discharges as displayed in the Figure 3. The electrodes, which were well prepared
(polished) prior the first discharges, show strong modifications by the electric discharges.
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Fig. 2. Effect of conditioning on the breakdown field of compressed argon at 50bar and 10bar and
electrode distance of 10um

Fig. 3. Electrode surface after several thousands of breakdowns at 50bar ,d= 10um
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In this study, pulsed dielectric barrier discharges (DBDs) in a single-filament arrangement were
investigated in N>-O, gas mixtures by means of fast optical and electrical diagnostics. The focus was
on the discharge inception, i.e. what triggers the breakdown, and how it can be manipulated. It was
shown, how the variation of pulse width, slope steepness and gas mixture can be used to control
discharge properties down to the fundamental level, e.g. the occurrence of different breakdown
regimes. It was found that all effects on the DBD characteristics are mainly connected to the
manipulation of the pre-ionisation, which demonstrates the importance of volume memory processes
on the breakdown and development of single-filament DBDs.

1. Introduction

Non-thermal plasmas generated in dielectric barrier discharges (DBDs) at atmospheric pressure feature
high electron energies while heavier particles (molecules, atoms, ions) remain at low energies, i.e. the
gas temperature stays near 300 K [1]. This allows an efficient generation of active species, which are
important for industrial applications such as ozone generation, surface modification and exhaust
treatment [2].

The “tailoring” of a DBD for a specific application is one of the main goals of current research. This
requires a distinct control of the DBD characteristics. The inception and development of the discharge
is strongly influenced by processes in the so-called (Townsend) pre-breakdown phase, i.e. the time
before the actual breakdown occurs [3-5]. While in sinusoidal-operated DBDs the pre-phase lasts for at
least several hundred nanoseconds, in pulsed-operated DBDs this duration is limited by the rise time of
the high-voltage (HV) pulse. Pulsed-operation, however, offers an additional electrical control
parameter (apart from voltage amplitude, HV slope steepness and repetition frequency): the pulse width
[6,7]. In addition to the analysis of pulse width and slope steepness variation, the influence of the O;
content in O2/N; gas mixtures was investigated. Furthermore, the interrelations between the DBD control
by pulse width and O, admixture were evaluated.

2. Experimental Set-up
For the investigations a single filament DBD arrangement (double-sided, half-sphere Al,O3 covered
electrodes) with 1 mm gap was used, see figure 1.

Metal Dielectric

Fig. 1. Electrode configuration and discharge cell for single filament arrangement.
The DBDs were driven by unipolar positive HV pulses with 10 kV amplitude and 10 kHz repetition
rate. The pulse width was varied from 50 to 0.2 ps and the HV slope steepness from 45 to 200 ns (10-
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90% rise time) for 0.1 vol% O, in N2. The HV slope steepness was set by inserting a variable resistor in
line between the HV pulse generator and the DBD cell. The O, concentration in N2 was changed from
0.1 to 20 vol% at a fixed pulse width. Synchronised, fast electrical, iCCD and streak measurements are
performed to record the electrical characteristics as well as the spatio-temporal DBD development; see
figure 2 for an overview of the set-up [8].
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Fig. 2. Scheme of experimental set-up with HV, and gas supply, and applied, synchronised electrical
and optical diagnostics.

3. Results and Discussion

In figure 3, an overview of the applied HV waveform and the total discharge current is shown. A single
discharge event occurs at the rising and falling slopes of the HV pulse. The synchronised measurement
of voltage and current enables e.g. the determination of breakdown voltage, transferred charge, and
consumed electrical energy [8].

Increasing the HV slope steepness leads to higher discharge current peaks, transferred charge and
consumed energy [9], see figure 4. A higher discharge power stabilises the discharge, i.e. the temporal
discharge jitter is decreasing with increasing HV pulse slope steepness. It was found that the increase of
the consumed energy for steeper HV slopes also causes an increase of the pre-ionisation, which
decreases the voltage required for breakdown. On the other hand, a smoother HV slope enlarges the
range, where the applied voltage is near the breakdown voltage. These data were obtained by a statistical
analysis of the breakdown using 12000 single discharge events per slope and HV steepness.

All further data in this contribution concerning the pulse width and O, concentration variation were
obtained for the steepest HV slope.

The DBD breakdown characteristics at the falling slope of the HV pulse can be controlled by the pulse
width [9,10]. Besides the effects of HV slope steepness, the pulsed operation offers via the pulse width
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an effective parameter to set the pre-ionisation by shifting the DBDs in the after-glow of the previous
discharge using asymmetrical HV pulse waveforms (see figure 3). The breakdown characteristics of
these subsequent DBDs igniting in different pre-ionised conditions defined by the residual charge carrier
densities originated from the previous DBD in the gap can be controlled down to the fundamental level.
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Fig. 3. Overview of applied voltage and corresponding current pulses, and visualisation of the concept
of pulse width variation.
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Fig. 4. Transferred charge per single discharge event and consumed electrical energy per period
(obtained by Q-V plot) for three different slope steepnesses in 0.1 vol% O in Na.

For instance, four different breakdown regimes in single filament DBDs for 0.1 vol% O; in N2 were
described and correlated to the processes during their pre-breakdown phases [10]. The “classical” DBD
development (cathode-directed streamer followed by a transient glow discharge) can be controlled in a
certain range, followed by a transition to a breakdown regime featuring a simultaneous propagation of
a cathode- and an anode-directed streamer. Finally, a reignition of the previous DBDs without any
propagation occurs. These regimes could be induced by reducing the pulse width (time between two
subsequent DBDs), i.e. increasing the pre-ionisation level. Consequently, this manipulation of the pre-
ionisation level was found to be the crucial point to affect and consequently control the DBD behaviour.
This was confirmed by time-dependent, spatially one-dimensional modelling of the DBD [11].
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Another control parameter is the O2/N; ratio, which has a significant impact on the DBD characteristics,
too [12,13]. While the transferred charge in the investigated DBDs depends not on the pulse width, but
on the O, concentration (higher [O,] = lower transferred charge); there are some physical quantities,
which show a similar behaviour either for increasing pulse width or increasing O, concentration. This
is shown in figure 5 for the breakdown voltage, in figure 6 for the maximal velocity of the cathode-
directed streamer obtained in front of the cathode using streak camera images, and in figure 7 for the
discharge emission duration (using spectrally and spatially integrated streak images). The impact of the
O, concentration was evaluated at the rising slope for 10 us pulse width to minimise the effect of the
pre-ionisation caused by the previous discharge. The absolute values do not agree, but the same tendency
is clearly visible: an increase of the pulse width as well as the O concentration leads to shorter emission
duration and higher propagation velocities.
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Fig. 5. Effect of pulse width (at falling slope for 0.1 vol% O- in N) and O2/N; ratio variation (at rising
slope for tpuse= 10 ps) on the maximal propagation velocity of the cathode-directed streamer.
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Fig. 6. Effect of pulse width (at falling slope for 0.1 vol% O- in N) and O2/N; ratio variation (at rising
slope for tpuse= 10 ps) on the maximal propagation velocity of the cathode-directed streamer (50 um in
front of cathode).
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slope for tpuse= 10 ps) on the full width at half maximum (FWHM) of the emission duration.

In summary, it can be stated, that to some extent, several of the reported effects achieved by varying the
pulse width at a fixed O, concentration in N, (0.1 vol%) were also observed for a fixed pulse width and
changing O, content. To emphasise this statement, the emission structure of the DBD during the pre-
breakdown phase and the following breakdown was analysed. Therefore, emission profiles obtained by
spatially averaging the SPS signals (second positive system of N2(C) at 337 nm) over 250 um in front
of the anode were used [11]. These profiles show the temporal emission structure synchronised with the
applied voltage for pulse width variation at a fixed gas composition of 0.1 vol% O in N; (figure 8, left),
and for O, concentration variation of a fixed HV pulse width of 1 ps (figure 8, right). This specific pulse
width was chosen, because a simultaneous cathode- and anode-directed (streamer) propagation occurs
at touise= 1 pS.
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Fig. 8. Time-resolved, spatially averaged emission profiles (SPS of N»(C) at 337 nm) at the falling slope

synchronised with applied voltage for HV pulse width variation at 0.1 vol% O- in N (left), and Oz in N2
variation at touse= 1ps (right).

For O, concentrations of 1 vol% and higher, the “double-propagation” regime vanishes. A weak
temporal delimited diffuse SPS emission before the actual breakdown near the anode was observed in
the pre-breakdown phase for O, concentrations up to 3 vol% O; in Ny, similar to the one occurring for
pulse widths of 5 and 10 ps between 25 and 35 ns, see figure 8. This isolated emission is correlated with
the acceleration of residual electrons by the increasing electric field towards the anode. These residual
electrons also cause a shift of the inception point of the cathode directed propagation (positive streamer)
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towards the cathode [11]. The occurrence of the isolated emission in front of the anode during the pre-
phase indicates an elevated pre-ionisation, which has significant consequences on the DBD properties
like spatio-temporal discharge development or on duration and amplitude of the electrical discharge
current. Furthermore, there is a decrease of the breakdown voltage, the streamer propagation velocity
and the discharge current maximum together with an increase of the duration of the emission and the
discharge current. For O, concentrations above 3 vol% O: in N2, no isolated emission in the pre-
breakdown phase of the discharge in the falling slope was detected.

The increase of the Oz concentration has changed the intrinsic properties of the gas, i.e. due to the high
electronegativity of oxygen, negative ions are formed, which lead to a decrease in the (electron) pre-
ionisation. Moreover, O, quenches excited N> molecules effectively by collisions. Some of these N>
species contribute to the energy storage during the DBD afterglow, e.g. metastable N2(A) [14].
Consequently, a higher O, concentration means a decrease in space charge leading to a faster decay of
the ionisation in the gap after a discharge event. Therefore, an increase of O, concentration leads to
similar effects as a prolongation of the pulse width at 0.1 vol% O in N: in a specific parameter range of
the pulse width and O2/N; ratio. Hence, the response of DBD properties to changing pre-ionisation levels
seems to be a general principle of DBD control.

4. Summary and Outlook

The investigation of pulsed DBDs in a single-filament arrangement have revealed that volume memory
effects are caused by residual charge carrier densities originating from previous discharge. The dynamics
of residual electrons during the pre-breakdown phase have a strong impact on the discharge development
leading to different breakdown regimes. Besides the energy input, which is increased with HV slope
steepness, pulsed operation enables precise control of the pre-ionisation via pulse width variation, i.e.
using the time between subsequent discharges. For a higher O2/N; ratio, the electron attachment and
faster quenching processes reduce the pre-ionisation in the gap. Consequently, pulse width reduction
and O concentration increase have similar effects. In figure 9, the DBD control mechanisms and their
interrelation emphasising the importance of volume pre-ionisation are summarised.

Control of dielectric
barrier discharges
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Fig. 9. Discharge control mechanisms via HV pulse width, slope steepness, and O»/N, ratio.

So far, the discussion has not addressed the role of surface charges, especially their temporal
development, which is assumed to be on the microsecond time scale [15]. The future inclusion of surface
processes is important to evaluate the correlation between volume and surface memory effects as
proposed e.g. in [16].
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Alternating application of fluorocarbon plasmas with no bias energy and Ar plasma with low bias
energy to a SiO; film is known to cause atomic layer etching (ALE) of its surface. In this ALE
process, it is assumed that a thin layer of fluorocarbon is deposited on the SiO, surface in the first
step and low-energy Ar™ ion irradiation causes mixing of deposited fluorocarbon with atoms of the
underlying SiO; surface in the second step, promoting desorption of volatile SiFy and CO from the
surface until fluorocarbon on the surface is completely exhausted. In this study, we have examined
the surface reactions of such processes, using molecular dynamics (MD) simulations. It has been
found, however, the actual surface reactions are not as simple as described above. In the Ar" ion
irradiation step, preferential sputtering of O atoms occurs even at low ion incident energy, which
makes the surface more Si rich and also promotes the formation of Si-C bonds in the presence of a
deposited fluorocarbon layer. In other words, in deficiency of O atoms on a SiO; film surface, low-
energy Ar" ion irradiation may not be able to remove C atoms completely from the surface. Under
such conditions, more carbon atoms may remain on the surface after each ALE cycle and etch stop
may eventually occur after several ALE cycles.

1. Introduction

As the sizes of semiconductor devices continue to diminish and are now approaching atomic scales, the
downsizing of transistors following Moore’s law is bound to end in the near future. The continuing
market demand for higher performance and lower energy consumption of large-scale integrated (LSI)
circuits therefore necessitates further innovation in semiconductor technologies. For example, new
device technologies such as three-dimensional (3D) device structures and devices based on non-silicon
materials have been invented to circumvent the requirement of further device miniaturization. The
precise control of device structures at the atomic level over a large area is crucial for the manufacturing
of such devices and atomic layer processes, i.e., atomic layer deposition (ALD) and atomic layer etching
(ALE), are considered to be some of the most effective means to achieve such goals. Unlike conventional
deposition or etching processes, an atomic layer process requires self-limiting reactions, i.e., surface
reactions that limit the process only to (essentially) a monolayer in each process cycle and therefore
allow a highly uniform process over a large area. In this study, we have used molecular dynamics (MD)
simulations for plasma-based ALE processes for SiO,. Experimental studies of such processes were
performed by G. S. Ochrlein et al. [1-3] and this study supplements earlier MD study on similar
processes by S. Rauf et al. [4]

2. Molecular Dynamics (MD) Simulation

2.1 Outline of Simulation

In MD simulation, the equations of motion for each Si, O, C, F, or Ar atom are solved numerically. The
interatomic potential functions used in this study are those similar to Stillinger-Weber potential
functions [5]. In the simulation, a rectangular box of a SiO» crystal ( 3 -cristobalite) is formed with
periodic boundary conditions in the horizontal directions. As in the experimental study by Oehrlein et
al. [2], a fluorocarbon film of a thickness of 7 A is deposited on the substrate. Then low energy Ar" ions
are injected into the substrate, which etch SiO; substrate by enhancing chemical reactions between SiO;
and fluorocarbon molecules. The incident ion energy is set sufficiently low, so that Ar" ions hardly
sputter a SiO; substrate by physical sputtering only. In our MD simulation, no electrostatic charge effect
is taken into account, so incident Ar’ ions are modelled by charge-neutral Ar atoms and their role is to
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provide sufficient kinetic energy to the surface to cause the chemical reactions mentioned above. In the
typical MD simulation in this study, motions of all atoms, except for those of the anchored bottom atoms,
are followed under micro canonical conditions for about 300 fs after an ion injection into the surface,
and then the system is cooled down gradually to the room temperature over the period of nearly 2.5 ps.
Once the substrate temperature reaches the room temperature, a new ion is injected into the substrate at
a randomly chosen location. By repeating such injection and cooling cycles, we simulate the ALE of a
Si0; film with fluorocarbon deposition and low-energy ion impact.
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Fig. 1: A side view of a SiO; substrate before deposition of a fluorocarbon film (left) and after deposition
(right). The film thickness is about 7 A.

Sputtered atoms [ X 1015/cm?]

lon dose [ X 10'® ijons/cm?]

Fig. 2: The total number of atoms removed (sputtered) by Ar’ ion impact for each atomic species, i.e.,
F, C, O, or Si, as a function of the ion dose. The Ar" ion energy is 40 eV. It is seen that O atoms are
preferentially sputtered compared with Si atoms.
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2.2 Simulation Results

Figure 2 shows the total number of atoms removed by Ar" ion impact for each atomic species, i.e., F, C,
O, or Si, as a function of the ion dose. The Ar" ion energy is 40 eV. It is seen that O atoms are
preferentially sputtered compared with Si atoms. The numbers of C and F atoms sputtered from the
surface have nearly reached constant values, indicating that the fluorocarbon layer deposited on the SiO,
surface is nearly run out of, except for C and F atoms strongly bonded with the SiO» surface.
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Fig. 3: The depth profiles of atomic species at the ion dose of 11.4 x10'® cm™, i.e., at the end of the ion
dose of Fig. 2. The depth 0 refers to the location of the initial top surface of the SiO, substrate. It is seen
that there are a sufficient number of C and F atoms remain on the surface.

Figure 3 shows the depth profiles of atomic species at the ion dose of 11.4 x10'® cm™, i.e., at the end
of the ion dose of Fig. 2. It is seen that a sufficient number of C and F atoms remain on the surface.
Separate analyses show that these C and F atoms are strongly bonded with SiO, surface, forming Si-C
and Si-F bonds. Such fluorocarbon atoms are difficult to remove by further bombardment of low-energy
Ar" ions. The remaining carbon on the SiO, surface after a single step of the ALE process may serve as
a seed layer to enhance fluorocarbon film deposition in the subsequent ALE step, which may eventually
lead to thicker fluorocarbon deposition and then end the ALE process.

3. Conclusions
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In this study, we have demonstrated how a thin deposited fluorocarbon layer can serve as a source for
limited supply of C and F atoms that can react with the SiO, substrate surface and form volatile species
such as SiF4 and CO. Our MD simulation shows that low-energy impact by inert gas ions such as Ar"
can cause etching reactions as long as the supply of C and F atoms last. However, it is also seen that the
remaining C and F atoms are tightly bonded with the SiO, surface, which may cause thicker deposition
of a fluorocarbon film in the subsequent processes. Although we did not show in this manuscript, our
separate simulation results indicate that a small amount of oxygen added to Ar' ion irradiation may
contribute to more efficient removal of carbon from the surface and also supplement the deficiency of
oxygen caused by the preferential sputtering of oxygen from the surface.
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In this contribution we report mass spectrometry study of capacitively coupled plasma ignited in
cyclopropylamine/argon mixture. We discuss the effect of electron energy used for ionization on
fragmentation and overall signal and mass spectra measured for range of conditions relevant for
CPA/Ar deposition process. Mass spectrometry of the discharge reveals abundance of fragments,
most of which is rapidly consumed when the discharge power is increased. Notable exceptions are
fragments at 27 and 28 Th which are rapidly produced from original CPA molecule and probably
have a relatively low sticking coefficient.

1. Introduction
Plasma polymerization of amine rich films represent a dry and intrinsically sterile process which is being
intensively studied for numerous bio-applications including tissue engineering, protein immobilization,
sensors and other applications requiring contact with biological environments.[1] Among possible
amine or nitrogen carrying precursors, cyclopropylamine (CPA) has been proposed for preparation of
such coating for its nontoxicity and high retention of primary amines.[2,3] Based on the DFT calculated
reaction enthalpies, the lowest energy required for CPA radical formation is the ring opening (= 2.0 eV).
In theory, this reaction should be therefore for low electron temperature plasmas the most probable first
step promising fast radical polymerization while maintaining amine functionality.[2]

More recently, the group of Lenka Zajickova investigated CPA/Ar plasma polymerization in pulsed
RF capacitively coupled discharge and showed that the films contain relatively amount of amine groups
while being stable in water.[2,3] Furthermore, the coating were shown to promote cell adhesion [4] and
were successfully used as mediating layers for biosensors.[5]

Despite of promising properties of the films prepared by plasma polymerization of CPA this process
was studied very weakly. Further diagnostics might help in better understanding of the process and
further tuning of the deposition conditions beyond simple mechanistic approach.

In this contribution we report mass spectrometry study of typical deposition process in a new
experimental PECVD reactor. Mass spectrometry is a powerful diagnostic technique enabling indirect
study of the precursor dissociation pattern and can be used for better understanding and optimization of
the deposition process.

2. Experiment

The experimental was carried out at a custom-build GEC-like experimental PECVD reactor R4 at
CEITEC Nano. The R4 reactor was a stainless steel parallel plate reactor equipped with plasma
diagnostics including mass spectrometer (MS) EQP 500 (Hiden), as depicted in Fig. 1. The bottom
electrode, 210 mm in diameter, was capacitively coupled to a RF generator working at the frequency of
13.56 MHz. The gases were fed into the chamber through a grounded upper showerhead electrode, 210
mm in diameter. The electrode gap was 55 mm. The bottom, driven electrode was negatively DC self-
biased due to an asymmetricity of electrode areas, as reactor walls and electrode shielding ring
effectively act as grounded electrodes as well. The reactor was pumped down to <5 x 10 Pa by a
turbomolecular pump backed by a rotary pump. The leak rate including wall desorption was typically
around 0.001 sccm. Working pressure in the chamber was regulated by throttling the pumping speed by
a gate valve (VAT). The flow rate of Ar was set to 10 sccm and regulated by an electronic flow controller
MKS whereas the flow rate of CPA vapors was set to 1 sccm by a needle valve.
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Fig. 1. Experimental PECVD reactor R4 (1) equipped with a EQP 500 mass spectrometer (2).

To obtain mass spectra of species directly in the discharge the EQP 500 mass spectrometer was
moved on its supporting rails towards the plasma as depicted in Fig.2. Sampling orifice with a diameter
of 300 um was used. The MS was differentially pumped by a turbomolecular pump backed by a
membrane to the pressure of <5 x 10 Pa (depending on pressure in the deposition chamber).

Grounded electrode and

MS sampling ori

|

RF driven electrode

Fig. 2. Detail of the mass spectrometer EQP 500 in proximity of the discharge.
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3. Results and Discussion
First, we compare background spectrum and spectrum of CPA without argon in Fig. 3. The background
spectrum is dominated by peaks typical for low pressure residual gas — N,* (28 Th), O2* (32 Th), H,O*
(18 Th) and CO-" (44 Th). Less prominent peaks can be attributed to smaller fragments such as OH* (17
Th) and N* (14 Th). Also traces of CPA* (55-57 Th) and (**N**N)* (29 Th) peaks can be clearly identified.

Upon addition of CPA several significant peaks appear. The most probable peaks is not CPA" itself (57
Th) but CPA which lost hydrogen atom. Further in the text we will use for this following notation (CPA-
H)*. Spectrum contains more dehydrogenated CPA fragments (CPA-xH)*where x € {0, ..., 7}. The next
significant peaks correspond to CPA which after the ring opening lost CH; group (CPA-CHy)* (42 Th)
and some additional hydrogens (41, 40 Th). Strong peak at 39 Th probably correspond to (CPA-H)
fragments sustaining additional abstraction of NH group, therefore we note it (CPA-H-NH>)". The next
peak at 30 Th can be attributed to CPA after ring opening which lost two carbon containing groups
(CPA-CH-CH,)*. Note that this abstraction after the ring opening can happen in a single step even
though the notation suggests two step process. The peak at 28 Th which can be attributed to (CPA-NH.-
CH)* overlaps with N2*. However, assuming the same partial pressure of residual gas as for background
(supported by the same O," and CO;* peak intensity), we can subtract it. Linear intensity is then
significantly higher than other organic peaks suggesting that it is the most probable dissociation product
caused by MS (intensity is = 65% of (CPA-H)* peak). Lighter peaks (< 15 Th) can be attributed to CHx"
or NHy" fragments.
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Fig. 3. Mass spectra of background (red) and CPA without argon (black). Spectra were acquired at
pressure of 5 Pa in the deposition chamber, while the electron energy for ionization of 70 eV.

Abundance of fragments produced by ionization in the MS spurred us to seek ways to reduce
fragmentation. The most obvious one is to reduce electron energy used for ionization. Fig. 4 shows mass
spectra of neutrals in the CPA/Ar mixture without plasma, e.g. it shows effect of electron energy in the
MS ionizer on dissociation of CPA in the MS. In order to reduce fragmentation by the MS we have
tested lower electron energy against the standard of 70 eV, namely 40 eV and 25 eV. This inevitably
reduces the signal as clearly visible for strong peaks such as Ar* of H,O", however main peaks of interest

106



i.e. CPA" and (CPA-H)* are not reduced so strongly (= 70 % regardless of peak and a lower electron
energy). At the same time however, width of bands (hydrogen abstraction) is reduced significantly and
also intensity of main fragment relative to the (CPA-H)* is decreased. The decrease is =~ 65% of the
original ratio for 70 eV for strong peaks (such as 30 or 28 Th) and even higher for less intensive ones
(e.g. 40% for 15 Th or 35% for 54 Th). Overall, this approach increases ratio of primary peak. However,
one has keep in mind that weak peaks at lower mass/charge ratios can still be just a product of MS
ionization.
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Fig. 4. Mass spectra of neutrals in CPA/Ar mixture without plasma captured with electron energy of 70,
40 and 25 eV. Spectra were acquired at pressure of 5 Pa in the deposition chamber.

In Fig. 5 we show neutral spectra acquired for discharge ignited with varying power. For plotting
convenience and to maintain longevity of the MS detector the argon peak (39 - 41 Th) was completely
omitted from the measurement. Note that **Ar* peak is still present in the spectra for comparison.

Several conclusions can be drawn immediately from assessing the spectra. The spectra consist of few
bands belonging to fragments containing integer number of carbon atoms and possibly a nitrogen atom.
Breadth of bands is caused by varying number of hydrogen atoms. This effect can be attributed to low
energy electrons in plasma. Actually, only the high energy tail of electron energy distribution function
(eefd) has sufficient energy for ring opening (= 2 eV) and even less for hydrogen abstraction or carbon
chain splitting (= 4 eV). The most intensive peaks appearing in the spectra are at 27 and 28 Th, therefore
containing two carbon or carbon and nitrogen atoms. These peaks remain the most intensive ones even
at higher powers which causes quickly decrease of all the peaks. It can be hypothesized that these peaks
are rapidly produced from CPA, as it is present already at low power. Furthermore, it appears likely that
the peaks have relatively low sticking coefficient as they are present also at high power, when CPA and
higher mass fragments are practically consumed. In principle, these fragments could originate also from
sputtering of the growing layer. However, in the case, also other lower mass fragments would be present,
SO we can reject this idea. One can also notice absence of O, peak, which can be explained by its
consumption in the discharge and in turn it explains relatively high amount of oxygen observed in bulk
of thin films by XPS with argon sputtering. Also H,O" as source of oxygen should be consumed in the
discharge. From this we can hypothesize that peak at 18 Th can be attributed mainly to NH4* which is
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readily formed in low pressure plasmas containing hydrogen and nitrogen.[6] Very low signal of
hydrogen ions (H*, H.* and possibly Hs*) is probably caused by lot transmission function of the MS,
rather than its absence in the discharge, as we observe intensive H, and also Hg and H, lines in optical
emission spectra (data not shown).
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Fig. 5. Mass spectra of neutrals in CPA/Ar mixture with plasma ignited with power 5 — 50 W. Spectra
were acquired with electron energy of 25 eV, while pressure in the deposition chamber was 50 Pa.

4. Conclusion
We discussed some effects taking place in CPA plasma polymerization on basis of mass spectrometry
diagnostics. It was confirmed that lower electron energy used for ionization reduces also fragmentation
in the MS, albeit not completely. Mass spectrometry revealed numerous fragments created in the
discharge, most of which is rapidly consumed when the discharge power is increased. Notable
exceptions are fragments at 27 and 28 Th which are rapidly produced from original CPA molecule and
probably have a relatively low sticking coefficient.
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This paper investigates influence of attachment on the shape of the RF breakdown voltage curve
by Monte Carlo computational code. Space-time evolution of the breakdown process in oxygen
and electron energy spectra are analysed and compared with breakdown in argon, as an example of
a non-attaching gas with simpler spectrum of energy losses.

1. Breakdown voltage curves in RF fields

Radiofrequency (RF) breakdown has been analysed in our recent papers that explain physical
processes leading to the double valued breakdown curves for argon (Savi¢ et al., 2011; Pua¢ et al,
2018). For RF breakdown may be induced by electrons only. Losses were included only as absorption
of electrons at electrodes. Apart from surface losses of electrons, there could be losses in the volume
of the gas, such as two and three body attachment in case of oxygen. In figure 1 we present breakdown
voltage curves for a) argon and b) oxygen at frequency of 13.56 MHz and gaps of 23 mm and 15 mm,
respectively. Both breakdown curves exhibit double valued region at lower pressures where a single
pressure has two different breakdown voltages.
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Fig. 1. Breakdown voltage curves for RF breakdown at frequency of 13.56 MHz and different gases:
a) argon with distance between electrodes of 23 mm (Puac¢ et al, 2018), b) oxygen with distance
between electrodes of 15 mm. In both cases only electrons are included in MC simulation and there
are no surface effects at electrodes apart from absorption.

Breakdown voltage depends on balance between electron production in gas by ionizations and their
losses. Typically the RF breakdown voltage curve can be divided in two branches: left-hand at lower
pressures and high voltages and right-hand branch at higher pressures and lower voltages. Increase of
voltage in the left-hand branch is required to overcome losses at electrodes and to enhance
multiplication at very low pressures. In the right-hand branch, cloud of electrons does not reach
electrodes, but oscillates in the middle of the gap and is spread on both halves. Losses at electrodes are
small and increase in voltage is needed for electrons to gain enough energy to perform ionization,
when increasing pressure leads to shorter mean free paths.

If we now compare two curves presented in figure 1, we can see that oxygen curve is shifted towards

higher pressures and higher voltages, due to great amount of energy losses in electron excitation
collisions and electron losses. On the other hand, slopes of the right-hand branches are different. We
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know that in this branch losses at electrodes are small, so, in case of oxygen, it is expected that process
of attachment will lead to higher required voltages.

2. Spatial profiles of RF breakdown

In figure 2 we can see spatial profiles of electron concentration, mean energy and rate of elastic
collisions and ionizations for two points from the figure 1 (indicated by red triangles), which are
located at the highest pressures (furthest to the right). In case of argon, cloud of electrons is located in
the middle of the gap. For the far right point in oxygen curve, due to a higher voltage required,
electrons are being pushed closer to the electrodes. Comparing ionizations for the two points in figure
2, we can see that larger number of ionizations is needed for oxygen breakdown to be maintained.
Profiles of mean energy and elastic collisions follow the shape of concentration in both cases.
Difference can be seen in oxygen where we have small cut-offs in the moments when field changes its
sign due to a more efficient relaxation in molecular gas. In addition the width of the electron ensemble
is much smaller and modulation is greater for oxygen. Most importantly visible and more distinct
excursions of the electron cloud from one half to the other lead to more asymmetric profile of
ionization in case of oxygen
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Fig. 2. Comparison of spatial profiles of electron concentration, mean energy and rates of elastic
scattering and ionizations for two right points presented in figure 1. Argon: V=169 V and p=2.5 Torr;
oxygen: V=440 V and p=4.4 Torr.

In figure 3 a comparison of spatial profiles is presented at the two minima: argon and oxygen
(indicated by red triangles and letters MIN in figure 1). One can see that there is a more distinctive
migration of electron cloud in case of oxygen, as a consequence of a higher voltage. Cloud is narrower
and pushed closer to the electrodes. In case of oxygen higher ionizations are still required.

3. Electron Energy Distributions in RF breakdown

Obvious assumption is following: if there is a new loss mechanism in gas, the whole curve should be
affected by it. And still that is not a case. Explanation for this can be found in comparison of electron
energy distribution functions (EEDF) along the breakdown voltage curves and cross sections for
attachment, figures 3 and 4.
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Fig. 3. Comparison of spatial profiles of electron concentration, mean energy and rates of elastic
scattering and ionizations for two points that are minima of breakdown voltage curves. Argon
minimum: V=91 V and p=0.27 Torr; oxygen: V=160 V and p=0.89 Torr.

Electrons in points A and B have larger energies due to high voltages, as expected. Also, EEDFs at
different times over one period have greater variation of profiles especially at the highest energies
(colours in figure 3A and B). This is because of a smaller number of collisions with the background
gas (low pressures), and the fact that electrons can gain large amounts of energy from the field
between two collisions, especially when field reaches its maximum. If we now look at the EEDF for
points C, D, E and F we can see that energy decreases and EEDFs do not change much over one
period of time. Even though points such as E and F have high voltages, due to a large number of
collisions with the background gas, portions of energy that electrons may gain from the field between
two collisions are uniform and do not depend much on the phase of the field.

Energy span for points labelled by (C) — (F), is around 20 eV, with mean energy of around 10 eV. In
figure 4 we can see that at those energies cross sections for attachments are significant. That indicates
that process of attachment in the right-hand branch has a large influence on the breakdown conditions.
In the left-hand branch we can see that large number of electrons have energies above cross sections
for attachments.
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We present the current status of our work in developing a stop-scan Michelson interferometer for
low-light optical emission spectroscopy in the UV/VIS spectral region. The current version of the
instrument is capable of taking measurements in the 320 nm - 1150 nm spectral range, as
demonstrated on a presented spectrum of an HgAr cold-cathode fluorescent lamp. The achieved
experimental resolution of 0.21 nm of the 546 nm Hg line matches the expected theoretical value,
which gives the resulting spectral resolving power of 2600.

1. Introduction

Fourier transform (FT) spectroscopy in a well-established diagnostic method in multiple scientific
fields, especially owing to its performance in the infrared spectral range and a number of inherent
advantages when compared to dispersive instruments. First among these is the Jacquinot’s throughput
advantage, present because an FT spectrometer does not require the use of components such as slits
and dispersive elements for its operation, thus allowing more light to reach the detector [1]. Second
advantage is the Fellgett’s multiplex advantage, which resides in the fact that the signal recorded by
the instrument is a superposition of interference contributions of all wavelengths present in the
measured spectrum [2]. This is beneficial for the signal-to-noise ratio (SNR), especially when the
detector noise is dominant, as is the case in the IR spectrum. It also makes it possible for the
measurements taken with an FT instrument to have shorter acquisition time than in the case of a
dispersive instrument.

There are many types of interferometer designs, each with their respective features and
strengths. The basic distinction among these can be made based on the principle of creation of the
interference, either by wavefront splitting or amplitude splitting. One of the most widespread
interferometer types is the Michelson interferometer (MI) of the amplitude splitting type. The basic
components for the MI are a beamsplitter, a static and a moving mirror. By actuating the moving
mirror, the relative optical path difference (OPD) can be changed. Simultaneously, by equidistantly
sampling the interference intensity, the interferogram can be obtained and the resulting spectrum
calculated using Fourier transformation. Further distinction between various modifications of the Ml
can be made based upon the type of the mirror motion - continuous or stepping. The continuous
motion is more common, is cheaper and allows for quick measurement repetition with subsequent
averaging. On the other hand, the stepped mirror motion is well suited for low-intensity applications
requiring signal integration at each interferogram position [3]. Finally, there are two important
characteristics of an M1 that describe its properties. First is the minimum detectable wavelength, which
is ruled by the Nyquist sampling theorem and given by the OPD between two adjacent points of the
interferogram. For example, if we wish to have a 200 nm wavelength signal in the resulting spectrum,
we must sample the interferogram in no more than 50 nm intervals. The second property of an Ml is
the maximum achievable resolution, which is given by:

1 1

Av = E = Z (1)
where L is the total mirror travel, which is equal to half of the total OPD achieved during the
interferogram acquisition [4].

In the UV-VIS spectral range, the use of FT spectroscopy is less widespread than in the IR and
is mostly reserved to custom made instruments uniquely designed for a particular experiment. There
are two major reasons for this [5]. As the wavelength of interest gets shorter, the demands on
mechanical precision become much more stringent and eventually become the limiting factor for the
performance of the instrument. Also, the construction costs rise significantly. Second reason is, that in
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the UV-VIS range the detector noise is no longer a dominant component of the total noise, being
replaced by the photon shot noise. Since the latter has different physical principles, we can no longer
assume for the multiplex advantage to be valid in all cases. It can be shown that in the case of spectra
with low spectral density, as is the typical case of emission spectroscopy, that there is still some
multiplex gain for strong spectral lines, although the overall dynamic range decreases [6]. According
to [5, 6], the total gain improvement of an FT spectrometer compared to the dispersive instrument can
be by a factor up to 1000. For these reasons the application of the FT spectroscopy in the UV-VIS
region, while still potentially fruitful, has to be well justified by the needs of a particular experiment.

In our case, we intend to use the developed FT spectrometer at the experiment of Electron
Induced Fluorescence (EIF). The EIF experiment is a cross-beam design for the study of interactions
of ground-state gas-phase molecules with electrons. The experiment is capable of measuring
fluorescence spectra and relative excitation-emission cross-sections. The electron beam is formed by a
trochoidal electron monochromator and the electron energy can be set between 0 eV and 100 eV. The
experiment uses optical emission spectroscopy (OES) as its diagnostic method and employs a pair of
grating monochromators with maximum achieved spectral resolving powers of 1000 and 5000, which
are switched depending on the needs of the particular measurement. Detector is a cooled
photomultiplier in photon counting mode and spectral sensitivity range from 180 nm to 900 nm. Signal
intensities depend strongly on the studied sample gas, the particular line being studied and also on the
setting of the monochromator slits. Typical signal levels are 101 — 102 counts per second with many of
the lines often too weak for practical measurement. In order to achieve resonable SNR, very long
acquisition times and averaging are used, which often means that obtaining a single spectrum or cross-
section takes multiple days and in extreme cases even a week. More detailed description of the EIF
experiment can be found in [7].

Long acquisition times and detection sensitivity are the two pivotal parameters we aim to
improve by replacing the grating monochromators with an FT spectrometer. We have opted for the
Michelson-type design due to being well documented and used also in the VIS spectral region [8, 3,
9]. We require that the properties of the new FT spectrometer are not limiting the current EIF
experiment performance in any aspect. This spawns a number of requirements which subsequently
turn into specific design features. First and most notable of these is the capability of stop-scan
measurements, in order to be able to integrate weak signals using a photomultiplier. Another
requirement is to keep the spectral range of the experiment at least at its current value of 200 nm — 900
nm. These two conditions imply a requirement for the mirror motion mechanism to be able to
precisely and reliably perform equidistant steps of 50 nm in length. In terms of spectral resolving
power we aim for the value of 4000 - 5000, for which, according to (1), a total mirror travel of 1 mm
should be sufficient.

2. Instrumentation Description

The key component of our interferometer is the mirror motion mechanism, which is based on a Pl
miCos LPS-45 linear translation stage, with 26 mm of total travel capability. For positional feedback it
has a built-in linear encoder with 1 nm resolution. The stage motion mechanism is based on PIShift
piezo inertia drive, which uses a piezo mechanism and a modified sawtooth-shaped control voltage to
actuate a ceramic rod, to which the moving stage is mounted. The linear stage is capable of performing
nanometer-scale steps, as is required by our application. However, testing has shown that the inherent
accuracy of the motion mechanism coupled with just the internal positional feedback is insufficient to
meet the stringent accuracy requirements. This is due to sporadic mechanical backlash of the stepping
mechanism, the mechanical setup can skid by up to £20 nm, which is a prohibitively large value,
detrimental for the quality of the resulting spectrum. This necessitated a significant change in the
original optomechanical setup, in form of adding another MI to provide more reliable positional
reference, as inspired by [9].

The optomechanical setup of the final instrument consist of two coupled Mls, sharing the
linear stage and mostly mirroring each other in their layout and setup. The positional reference
provided by the reference interferometer is used to correct any mirror position error, that would affect
the equidistantness of data points taken with the measurement interferometer. Schematic layout of the
measurement interferometer is in Fig. 1. The two interferometers differ only in configuration of their
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inputs. The measurement interferometer uses an optical fiber (F) to bring the light from the source and
a lens-aperture-lens setup (C) for spatial filtering and beam collimation. The amount of signal lost at
the aperture is negligible compared to losses in dispersive monochromators, so our goal of higher
optical throughput is not jeopardized. On the input of the reference interferometer is a 635 nm laser
diode with a single collimating lens. The laser diode is thermally and power stabilised in order to keep
its radiation properties constant. According to the Nyquist sampling theorem, the current laser diode
wavelength implies the lower boundary of the spectral range to be approx. 320 nm. Both
interferometers use planar mirrors in tip-tilt mounts (M1, M2) for manipulating their input beam
direction. Also, both interferometers use retroreflectors in their arms (R1, R2) for better robustness
against external vibrations. Currently, both detectors are based on amplified photodiodes. All optical
components are UV-capable, using UV-enhancing coatings and fused silica as substrate.

R2

R1
TS

<>

Fig. 1. Schematic of the measurement interferometer.
The reference interferometer is identical, except for the input collimator and light source.

An integral part of the instrumentation is the control software, which collects the data and
operates the linear stage. At the start of each measurement, a short calibration measurement with 10
mirror steps is taken. This densely sampled sine-shaped interferogram of the reference laser diode is
subsequently evaluated for two parameter values, later used for performing the position reference
function. First parameter is the length of mirror step between two adjacent zero-crossings of the
measured laser sine interferogram. This value will be used as the base step length of the actual
measurement. Second parameter is the signal value at the zero-crossings of the reference laser
interferogram, which in turn is used as a reference position in the correction algorithm during the
following measurement.

During the actual measurement, the algorithm starts in the corrected zero-crossing mirror
position, performs a full step forwards into the next zero-crossing position, performs a correction if
necessary and collects data. Then, it performs a half step backwards and again collects the
measurement data. The cycle is finished with a one-and-a-half step forward into the next zero-crossing
position which is again corrected using the reference interferometer signal. In this manner, we obtain
denser sampling of the measurement interferogram and thus shift the lower limit of the spectral range
towards shorter wavelengths. It is important to note, that during the interpolating half-steps, the linear
stage is required to perform within the reach of the high-precision piezo drive. If a servo-step occurs,
potentially causing motion errors, it is detected by a self-built vibration sensor and the software returns
to the zero-crossing position before another interpolation attempt.

3. Demonstration Measurement
To demonstrate the current capabilities of our interferometer, we present an emission spectrum of an
HgAr cold-cathode fluorescent lamp in Fig. 2. It has been obtained with 1 mm of total mirror travel,
which translates to a theoretical resolution of 0.2 nm FWHM and a spectral resolving power of 3500 at
700 nm. The experimentally measured 546 nm mercury line from Fig. 2 has a gaussian-fitted FWHM
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of 0.21 nm, which yields 2600 for the experimental spectral resolving power at this wavelength. This
good match of the theoretical and experimental values means there were no optical misalignments or
other errors during the measurement.

Thanks to using a UV-enhanced silicon photodiode as a detector, the spectral range extends
from the lower theoretical limit of 320 nm up to 1150 nm, typical for Si detectors. The line intensities
have been calibrated for the Si photodiode spectral sensitivity. It must be noted, that a more thorough
spectral calibration is necessary before putting the instrument to use, which can be seen by the
significant attenuation of mercury lines below 500 nm, compared to expected table values. This
calibration will be performed on the final version of the instrument with a photomultiplier for detector.

Overall, we can conclude that the obtained results are very encouraging towards achieving our
goal of applying the interferometer at the EIF experiment, after replacing the current detector with a
photomultiplier.
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Fig. 2. Obtained demo spectrum of an HgAr CCFL.
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Spectral band intensities of first negative and second positive system of molecular nitrogen might
be used for determination of reduced electric field strength E/n in electrical discharges or even
ionizing events in pre-breakdown regime. Theoretical dependence of FNS and SPS intensity ratio
Rrns/sps Was verified by many experiments, but there is still absence of agreement, which
experimental obtained constants should be used for the most accurate E/n evaluation. The
calculations require knowledge of radiative lifetime, N2* (B2 *,) and Na(C%[].) collisional
quenching rates, electron energy distribution and electron impact cross-sections. Role of this paper
is to evaluate effect of water vapor content in synthetic air on E/n determination. Doing a search on
quenching rates and online simulations of EEDF (including evaluation of swarm parameters), we
have come to a conclusion, that the outcome of measurement is mainly affected by decrease of
N2(C3[u) effective lifetime due to an additional water content. Resulting calibration curve for E/n
evaluation was generalized for water fraction up to 10 %.

1. Introduction
First negative (FNS) Ni(B2x}) —» NF (X2z}) and second positive system (SPS) N, (C3I1,) —
NZ(B3H9) of nitrogen is widely used for reduced electric field strength (E /n) determination in nitrogen

or air-like discharges[1]-{4]. Method uses band intensity ratio of FNS at 391.5 nm and SPS at 337.1 nm
(0-0 vibronic transition) as it is shown in Fig. 1. Number of N,*(B%Y*,) and N2(C*[].) states generally
depends on their generation and extinction rate. The advantage of this method is fact that both nitrogen

systems are excited or ionized from the same ground energy level Nz(xlzg), by the same electrons,
accelerated by the same electric field (eq. (1,2)).

| Low energy particles ‘

| Low energy particles |

A N3 (B%Z}), _,
T A=391.5nm
Electrons \ \ T, = 54:;—),—/ A
accelerated in A NI(X7EH) |
reduced el. field Nz(c3n.,)v,:0\ \‘ Av =0
/) AN
A1=1337.1nm
Tho = 36.6\1;%-_// f—e
=y
N2(B1,) 70 \X/ :é
TN
1y+ < i

Fig. 1. lllustrative scheme for FNS and SPS. Nj (B2X;}) and N,(C3I1,) is generated by accelerated

electrons with reaction rates k (E/,), kg (E/y,), after that, they are radiated or quenched by low energy
(neutral) particles. Lower states of radiative transition should not be populated before deexcitation of
upper states.
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Consequently, the ratio between number of Ni (B2Z}) and N(C°[].) states is independent on
electron and N, (Xlzg) or nitrogen molecule density. Dependence of this ratio on (E /n) is result of
different cross-section and energy threshold for No(C3[y) excitation and N,*(B?Y.*,) ionization of N, by
electron impact. Extinction of states NX (B2Z{) and N(C°[]s) consists of two events: radiative
deexcitation (resulting in observable spectral band) and collisional quenching by surrounding particles
(decrease intensity of observed spectral band). All those events can be summed up by following
differential equations:

dig(r,t) 1 hc Ig(r,t)

_ E -
—a = ks C/n)nw,ne(r OTp o2~ 2 .
dlc(rt) e
= = ke(® n)nw,ne (r, DT 73 = == i

where k5 (E/y,) and kc(E/y,) are reaction rate constants of N3 (B2Z;) and Nx(C’[[,) dependent on
reduced electric field (E/n); ny,and n.(r,t) are nitrogen and electron densities; T and T, are
transmission coefficients of the detector; A5 and A, are observed wavelength of SPS and FNS (0,0)
transition; Iy and Icare observed intensities of FNS and SPS and 725, =§, and rfff, recff are radiative
and effective lifetimes of NI (B2Z{) and No(C®[]u) states. After dividing eq. (1) by eq. (2) we get FNS
and SPS emission ratio (eq. (3)).

dIB(T,t))+IB (rt)

e wlry  Ters
RFNS/SPS(E /n) = (dlc(r,t))+lc(r,t) 'Tgff 3
dt Tg r

Paris in his work [1] suggested that Rrys/sps intensity ratio in air can be approximated by following fit:
-0.5 -1.5
Res/sps(E/n) = 46 - 0.065 - exp [—89 () " -402(%) ] (&)

2. Determination of water vapor effect

Electrical discharges in or in contact with water has recently attract much attention. They have been
studied due to their behaviour and chemistry differs from those in gases with metal electrodes [5].
Electrical discharges in contact with water generates UV emission and many reactive species, what can
leads to e.g. biomedical and environmental applications such as sterilization or decontamination of waste
water[6]-[8].

This scientific paper was motivated by effort to realize spatio-temporally measurement of electric
field in water barrier discharge. In this section we will discuss how additional water in air affects
determination of (E/n). We assumed that water effective cross-section for inelastic collisions with
electrons, can appreciably differ from those of oxygen or nitrogen in air and even small admixture of
water vapor can affect electron energy distribution function EEDF. Different EEDF at the same value
of (E/n) would also result in diferent rate constants kg (£/y,), kc(E/y) at this value. The second way
the water can affect determination of (E /n) in humid air is through effective lifetimes of NI (B2x})
and N2(C3[T).

Effect of water vapor on ratio between kg (£ /) and k¢ (E/y,) is shown in fig. 2. Values of k5 (E/y)
and k. (E /n) were calculated online [9], using Phelps database of cross-sections for N2 and O, [10] and
Morgan database for H2O [11]. As we can see, the relative change in ratio of rate constants is nearly
constant for (E /n) > 500 Td and seems to be proportional to amount of water vapor. On whole (E /n)
range it can be approximated by exponential decrease mn exp (—ﬂ %) + In, where n is volumetric
fraction of water vapor, m, [ and 8 are constants, while in following calculations only [ = 0.86 takes
place.
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Fig. 2. Rate constant ratio between kg (E/;,) and kc(E/y,) in synthetic air with admixture of H.O
calculated with BOLSIG+. Volumetric fraction of H,O is given over the graphs. Relative change
considerig dry synt. air is higlighted on the right. Simulation was calculated for 300 K.

Effective lifetimes are directly dependent on admixture of H2O as a result of following equations

1 — KB B B 1
/Terf = KNanZ + Koznoz + KHZOnHZO + /Tgo (5)

1/Tecff = Ky,ny, + ngnoz + KgZOnH20 + 1/Tgo (6)
where Ky , K§ . Kf o, K&, K& . K& o are quench rate constants of N3 (B2E}) and Ny(C*[].) by
guencher stated as bottom index, ny,, ne,, ny,o are volume densities of these quenchers respectively.

However, accessible data for K,§20 and Kﬁzo are rarely measured and there is missing good
agreement. As we know from literature, reciprocal lifetimes are also linear to the amount of water
present in synthetic air. If we would know exact values K,Ezoand Kﬁzo, we could type following
relationship between reciprocal lifetimes and volumetric fraction of water vapor n:

1 1
1/Tgff(77) - 1/Tfff(0) ((L+ym) ()
/fsff(n) B /rgffm)'“ ton) 8)

As we know from literature, dependence of effective lifetime rfff on 7 is minor to the dependence of
ey . Values of 1 = 6.5 and ¢ = 0.4 were established from 1/(5.+(1)) and 1/(z¢;(1)) (angle
brackets indicate mean value), considering the values found in literature [12-14]. Fraction of water vapor
n can be real number from interval (0,1), but after consideration of partial pressure of saturated water
vapor at 293 K is around 24 mbar (n = 0,024), we do not expect values of n in “cold plasma” barrier
water discharge to overcome 0.1.

3. Conclusion

The reduced electric field strength in air-like discharges can be done by measuring the ratio between
spectral band intensities of the first positive and the second negative system of nitrogen. This method
has been used over a decade for discharges in synthetic air (or pure nitrogen), but we modified the task
and got closer look on additional effect of water. Using online solver BOLSIG+ and accessible rate
constants for quenching N3 (B2Z}) and N2(C®[].) states by water, we found out, that 2,5% fraction of
HO in synthetic air can change outcome of E/n measurement up to 10 % and in 10 % fraction up to
35 %. However, the shape of RFNS/SPS(E/n) does not change significantly due to addition H.0O, so
verified or run-in calibration curves for dry air could be used after consideration of a scaling parameter.
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The interactions between hexafluoroacetylacetone (HFAC) with Ni and NiO surfaces have been
examined with the use of first principle quantum mechanical (QM) simulation. It is shown that
deprotonated HFAC is unlikely to bond with a Ni metal surface as it is. When a Ni or NiO surface
is exposed to charge neutral HFAC, its O and C atoms may interact with Ni atoms of the surface,
which may lead to the decomposition of HFAC. On a NiO surface, on the other hand, negatively
charged O atoms of deprotonated HFAC can be more stably bonded with Ni atoms of a NiO surface
than those of enol HFAC (i.e., HFAC whose O atoms are bonded with a single H atom). The highly
ionic nature of a NiO surface makes the positively charged Ni atoms of a NiO surface attract the
negatively charged oxygen atoms of a deprotonated HFAC. It is surmised that such interaction leads
to the formation of highly volatile Ni(HFAC), when HFAC interacts with a NiO surface.

1. Introduction

Organic molecules that can form metal complexes can be ideal etchants for atomic layer etching (ALE)
processes for magnetic martials [1]. The use of hexafluoroacetylacetone (HFAC) as an organic etchant,
can establish low-damage and highly controlled etching processes on a nickel (Ni) surface [2]. However,
HFAC is found experimentally unstable and decomposed on an Ni surface while it can form nickel
complex Ni(HFAC), on a NiO surface with an increase of the surface temperature [3]. Moreover, the
interaction mechanism of HFAC with Ni and NiO has not been understood well yet [4]. The aim of this
work is (1) to explain why HFAC forms Ni complexes — Ni(HFAC), — on a preoxidized Ni surface
while no such complexes are formed on a clean Ni surface and (2) to understand why HFAC is
decomposed on a clean Ni surface, using first principle simulation.

2. Methodology

In this study, we examine the reaction of a Ni or NiO surface with incident HFAC using the first
principle quantum mechanical (QM) simulation. The simulation is performed with GAUSSIAN 09. The
B3LYP method is applied as a density functional theory (DFT) model with 6-311G(d) basis set. The
structures of a hexafluoroacetylacetone molecule as alkane (HFAC) and enol are optimized using the
simulation before they are used whereas the substrate — either Ni or NiO — are fixed as FCC 100.

The single point energy is calculated as a function of the distance between a HFAC molecule and the
substrate and the distance is measured from the O atoms of HFAC to the plane. Then, the change in
reaction energy AE is calculating as shown in eq.1 by subtraction the etchant energy (E1) and substrate
energy (E>) from the total energy of both of them together (Ey) :

AE =E,—E,—E, (1)
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3. Results and discussion

3.1 A Ni surface with enol HFAC
Four different orientations of an enol HFAC molecule (which we denote HFACH) are studied as shown in
Fig. 1; an HFACH is (1) perpendicular to the surface and oxygen atoms are close to the
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Fig. 1 Different orientations of a HFAC molecule on a Ni surface.

surface("Ni+HFACH"), (2) perpendicular to the surface but oxygen atoms are far away from the surface
("Ni+ inv. HFACH") (3) tilted at 33° angle toward the surface ("Ni~33°HFACH") and (4) parallel to the
surface ("Ni//HFACH"). When an HFACH interacts with a Ni metal surface, the O and C atoms of the
HFACH may interact with the surface, as shown in Fig. 2, and the HFACH may decompose.

3.0 N —
—=—12 Ni+ HFACH
——12 Ni + inv. HFACH
S -3.54 —+—12 Ni ~33° HFACH
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o
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Fig. 2 Change in reaction energy between a Ni surface and HFACH.

3.2 A Ni surface with deprotonated HFAC
The calculation of the interaction between a Ni metal surface and deprotonated HFAC shows that
transfer of a H atom from HFAC to form deprotonated HFAC is not likely to occur, Fig. 3.
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Fig. 3 Change in reaction energy between a Ni surface and a deprotonated HFAC.

3.3 A NiO surface with enol HFAC

The reaction energy carves between a NiO surface and HFACH in Fig. 4 illustrate that the H atom
blocks a O atom of the HFACH and the strongest interaction takes place between the other O atom of
the HFACH with Ni atoms. However, C atoms of the HFACH may interact with O atoms of the surface,
which may also decompose HFACH.
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Fig. 4 Change in reaction energy between a NiO surface and a HFAC molecule.

3.4 A NiO surface with deprotonated HFAC
The curves in Fig. 5 indicate deprotonated HFAC can be strongly bonded with Ni on a NiO surface,
which may lead to the formation of volatile metal complexes Ni(HFAC)..
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Fig. 5 Change in reaction energy between a NiO surface and a deprotonated HFAC.

4. Conclusions

We have performed QM simulation to examine interactions of HFAC with a Ni or NiO surface. It is
found that O atoms of a deprotonated HFAC molecules are attracted to positively charged Ni of a NiO
surface.
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The chemical processes initiated by electrical discharges in prebiotic atmospheres became a hot
topic during the last decade because of extensive discovering of exo-planets. The biggest
atmospheric data collection is about Saturn’s moon Titan atmosphere that is composed mainly
from nitrogen and methane at low temperature of about 94 K and pressure about 1.5 atmospheres.
The presented contribution gives the first measurement of the main compounds formed in glow
discharge in nitrogen-methane gaseous mixture at the liquid nitrogen temperature at pressure of
1.5 atmospheres. The obtained results confirmed formation of many molecules identified at Titan
by Huygens landing module. Moreover, the very complex chemistry leading to the formation of
currently considered direct life precursors as formamide in significant amount was discovered.

1. Introduction

Laboratory mimic studies of processes running in the exo-planetary atmospheres became a hot topic
during the last years because many exo-planets were discovered very recently and their number
increases very rapidly. Moreover, the successful space missions like Cassini-Huygens bring a huge
number of data from the in situ observations that are impossible using the earth techniques [1-3]. The
main interest is focused on the search of life traces or life molecular precursors and consequent
discovering the possible ways leading to the life origins formation. The majority of studies were
carried out in the Titan’s atmosphere up to know because there are many in situ available data and its
atmosphere seems to be very similar as Earth’s before life creation [3-5]. Besides the exo-planetary
atmospheric processes initiated by UV and VUV radiation and particles fluxes coming from the space,
the electrical discharge phenomena can play an important role in the planetary atmosphere chemistry
[6]. Lightning was confirmed in more planetary atmospheres [7, 8]. The planetary scale processes can
be simulated by laboratory experiments using various discharges: corona and DBD conditions are
similar as the St. Elmo’s fire, spark and arc relates to lightning, and corona and glow conditions are
similar to conditions in aurora borealis. Nearly all laboratory studies of Titan atmosphere discharge
initiated processes up now were carried out at ambient temperatures and pressure that are not fully
reflecting real Titan surface conditions. The presented study gives the first results obtained by glow
discharge generated in the Titan like atmosphere (nitrogen-methane mixture) in the flowing regime at
the liquid nitrogen temperature [5, 9].

2. Experimental

The experiment was carried out in the simple glass reactor (see Fig. 1) equipped by a pair of tungsten
rod electrodes (diameter of 1 mm) in distance of 0.7 mm. The glow discharge was operating at the
currents of 10, 20, and 30 mA (corresponding powers of 3.5, 7.0, and 10.5 W). Reactor was placed
into Dewar vessel fill able by liquid nitrogen up to level 2 above the electrode system. The nitrogen
(99.999%) flow of 200 Sccm and methane (99.95%) flow of 1 Sccm were fixed and controlled by
Bronkhorst MCFs. Pressure in the reactor during the experiment was kept at 1.5 atmosphere and was
measured by simple membrane based indicator. The exhaust gas analysis was examined by proton
transfer reaction time of flight (PTR-TOF) mass spectrometry allowing continual in situ complex
analysis of the discharge exhaust gas. Advantage of this technique is immediate response and
simultaneous detection of all compounds with proton affinity higher than proton affinity to water
molecules. Thus it is not sensitive on any of the gasses in the reaction mixture. Unfortunately, there is
impossible to distinguish isomers. Whole line (made of PTFE and stainless steel) to PTR-TOF mass
spectrometer was heated up to 80 °C to avoid discharge products condensation. Experiment was
completed following the scheme:

126



1) -300 s start of reaction mixture flow

2) 0 s start of measurement

3) 60 s discharge turn on

4) 600 s starting reaction vessel cooling

5) 1800 s discharge off

6) 2400 s end of vessel cooling

7) 3000 s start of reactor heating by hair drier

8) 3300 s end of reactor heating by hair drier; nitrogen (99.999%) high flow of 5 SIm purge flow on,
opening of exhaust gas valve at the PTR-TOF input

9) 4200 s, nitrogen purge flow off; end of experiment

Reactor was not opened or cleaned between experiments, so some contamination (mainly by some
deposited material on electrode surfaces) was possible.

It
It

8

Fig. 1. Scheme of the experimental set up: 1 — Pyrex glass reactor vessel; 2 — mass flow controller; 3 —
cathode; 4 — anode; 5 — heated exhaust gas sampling line; 6 — proton transfer reaction time of flight
mass spectrometer; 7 — liquid nitrogen vessel; 8 — membrane manometer.

3. Results
The time profiles of concentrations for the selected compounds are given in Figs. 2-5. The hydrogen
cyanide (Fig. 2) and acetonitrile (Fig. 3) are the main compounds formed by the discharge in nitrogen-
methane mixtures [10, 11]. Both these compounds reach during the discharge operation and later
evaporation of condensed discharge products the saturation limit of the current device and thus there
are rather complicated to relate them to appropriate kinetic processes. Additionally, the time profile of
the HCN shows a strong dependence on the applied power. At the lowest one, the simple production in
the discharge is visible followed by concentration decrease during the cooling (due to trapping on the
cold reactor walls) followed by the strong concentration increase during the reactor heating. The
profile obtained at the medium power of 7 W shows more complicated behaviour. The significant
concentration decrease is observed during the discharge operation at the ambient temperature. The
additional concentration drop is visible just at the beginning of the discharge cooling and later the
concentration reaches nearly the same value as at the lowest power up to the discharge off. The
concentration profile after the reactor heating is nearly the same as at the lowest applied power. The
most complicated curve was obtained at the highest power. The behaviour up to end of cooling is
similar as at the medium power but the first concentration drop starts sooner and it is deeper when
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before. Also the concentration during the cooling period is about 30% lower than at the medium power.
The dependence after the start of reactor self-heating shows three huge peaks of the HCN presence.
There is no reason for this besides the secondary formation of HCN molecules from some bigger
clusters deposited (trapped) on the reactor walls.

;113 4 — —10mA |5
10 20 mA
— 30 mA
— 10
F8_4 shotiagpmrr i
& 3
g v
g
§ 10°
=
(@]
Q 1
10
10°
-1
10 UL L T T T T T

0 500 1000 1500 2000 2500 3000 3500 4000
time [s]

Fig. 2. Concentration of hydrogen cyanide during the experiment. The vertical lines indicate
experimental setting points given in experimental section. Note that saturation limit for the used
detection technique is about 60 000 ppb for this compound.
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Fig. 3. Concentration of acetonitrile during the experiment. The vertical lines indicate experimental

setting points given in experimental section. Note that saturation limit for the used detection technique
is about 60 000 ppb for this compound.
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The production of acetonitrile (see Fig. 3) in the discharge is increasing with the applied power but it
has probably some saturation limit. No unexpected points like in case of HCN were recorded. The
concentration time profile during the heating part of experiment shows nearly the same dependences
for both the applied powers with faster concentration increase in case of the medium power. The two
concentration peaks are visible for the highest applied power, similar like in the case of HCN (the
concentration drop is at the same time for the both compounds).

Besides the main formed compounds many tens of other species were successfully identified [10, 11].
The benzene and formamide were selected to present here, only. The first one represents the cyclic
hydrocarbons that are important for the synthesis of more complicated organic compounds; formamide
is known as the precursor of nuclear acids basis components that can be formed thermally.
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Fig. 4. Concentration of benzene during the experiment. The vertical lines indicate experimental
setting points given in experimental section.

Formation of benzene (see Fig. 4) in the discharge at ambient temperature shows strong power
dependence. The significant decrease of benzene concentration is visible at the highest applied power
during the discharge operating at the liquid nitrogen temperature. We can suppose two effects. The
first one is better benzene trapping due to the presence of some other molecules trapped on the glass
reactor wall (i.e. surface conditions changes). The second one is formation of some other (probably
bigger molecules) at these conditions. This second possibility is more probable because the
concentration time dependence during the reactor heating is different from other in the case of highest
applied power. The secondary reactions as described in case of HCN are also probable in case of
benzene (see curve between point 6 and 7). The final enhancement of benzene concentration after the
heating switch on is due to its evaporation from walls.

Concentration time profiles for formamide are shown in Fig. 5. The curves up to the cooling down are
similar for all applied power. Concentrations during the cooled period are similar besides the lowest
applied power. The high formamide concentrations are detected during the heating period at the
highest applied power. This behaviour is very similar as in the case of acetonitrile (see Fig. 3) but
without formation of two concentration peaks. This means that reactions of their formation must be
different.

The further experiments including analysis of all peaks (even not identified, yet) in the PTR-TOF
spectra will be necessary to carry out to be able to understand whole very complex kinetics. Based on
the obtained experimental data also the complex kinetic model will be needed to detailed
understanding of the possible life precursors synthesis in the Titan atmosphere.
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4. Conclusion

The presented contribution brings the first experiments obtained in the Titan like atmosphere at
relevant temperature and pressure. The shown pilot experimental data demonstrated the important role
of temperature for the formation of different molecules that can be the life precursors (like formamide).
The detailed further experiments (also done with respect to saturation for some discharge products)
will be done to verify the role of discharge operation power and duration as well as role of reaction gas
mixture compositions. It will be also necessary to develop complex kinetic model to be able to
understand the complex chemistry initiated by electrical discharges in this prebiotic atmosphere.
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We present new method for monitoring of decomposition of Dimethyl phthalate by corona discharge based on
lon Mobility Spectrometry (IMS). IMS offers detection of low concentraton of vapours in air with high
sensitivity combined with fast response time and sufficient spectral resolution and therefore is suitable for online
monitoring of these compounds. In present work Dimethyl phthalate (DMP) vapours mixed with ambient air at
atmospheric pressure were treated by positive corona discharge.Their decomposition was monitored using the
IMS technique.

1. Introduction
The problem of fast detection of trace amounts of volatile organic compounds (VOCs) has

become an important issue in the last decades. One of the most suitable techniques in this field is lon
Mobility Spectrometry (IMS). Several laboratories have developed IMS or ion mobility-mass
spectrometry (IMS-MS) techniques for the analysis of complex chemical compounds [1-6].

Due to its high sensitivity and fast response the CD-
IMS technique has been used in present study to detect DMP
(Figure 1). Phthalates are VOCs and mainly used O
as plasticizers, additives to plasticsto increase their CH
durability, flexibility, longevity, and transparency. They are O-"' 3
used primarily to soften polyvinyl chloride (PVC). In present
work DMP has very low vapour pressure of 0.3 Pa at room O\
temperature, thus its relative concentration is only 3.15 ppm. CHj;
Such low concentration is difficult, or impossible to measure
using conventional techniques e.g. infrared (FTIR)
spectroscopy. The high sensitivity and fast response of IMS Fig.1: Chemical structure of the
allows to perform online monitoring of DMP and its investigated molecule.
decomposition.

2. Experimental part

For measuring the mobilities of DMP ions a home-made IMS spectrometer (Figure 2) has
been used. It consisted of four major parts which the corona discharge (CD) ion source, the reaction
region, drift tube, and a detector which are placed in the end of the drift tube. For detection of VOCs
we use Atmospheric Pressure Chemical lonisation (APCI) technique based on Corona Discharge (CD)
ion source. As a drift gas in IMS, we used zero air generated by a zero air generator and an additional
moisture trap (Agilent). In case of sample flow, non-purified lab air was constantly sucked in, while
the IMS was operated in sub-atmospheric pressure. The sample flow rate was controlled by a micro-
splitter valve (Supelco) accompanied by a capillary and a gas flow meter (Platon). The reactant ions
(R1) generated in CD were HsO* (H20)n(n=2,3) and in very low concentration of NO*(H.0).(n=2,3).
The IMS has been operated in reverse mode. Decomposition of DMP was carried out in corona
discharge reactor in wire to cylinder geometry, positive polarity and U = 3.73-4.08kV, | = 10-40uA.
The flow rate of the sample gas was 30 sccm.
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Fig.2: Scheme of the IMS spectrometer : CD — Corona discharge, SG — Shutter grid, AG — Aperture grid, HV —
High voltage.

The sample gas has been prepared in a 20 ml glass vial (SUPELCO) with silicone/PTFE screw cap
adopted for flow of the air through the vial. The air flow through the glass vial with liquid DMP
resulted in preparation of sample gas with DMP concentration of 3.15 ppm. Between the glass vial and
an IMS spectrometer the corona discharge reactor have been placed (Figure 3). Introduction of DMP
air mixture to IMS without treatment in the corona discharge reactor results in formation of strong
peak in mobility spectra shown in Figure 4 related to DMP. With increasing corona discharge power
in the reactor the decrease of the intensity of the DMP in the IMS spectrum was observed. This
decrease we relate to the decomposition of the DMP molecules in reactor. We were not able to detect
in the IMS spectra any new peaks, most probably because the products of the decomposition do not
have proton affinity high enough to react with the RI formed in the ion source.

POSITIVE CD

> IMS

GAS INLET

{}

=

1)

DMP #

L | Hy

Fig.3: Scheme of the experimental apparatus — glass vial with DMP sample, external corona
discharge and the IMS spectrometer
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Fig.4: IMS spectra of DMP after degradation by corona discharge at various discharge current.

We compared the intensity of RIP in our case it was HzO* (H.0)» (with mobility 2.20 cm?.V1s?) and
the DMP.H* ions (mobility 1.59 cm?V-s?) depending on electrical power of external corona
discharge (Figure 5). With increasing the discharge power to 80mW the intensity of DMP.H* peak is
decreasing to the half of maximum, while the intensity of RIP increasing. After corona discharge
ignition, less DMP molecules from the external corona reactor were penetrate to the IMS spectrometer.
Lower concentration of DMP molecules was due to decomposition or capture of the molecules on the
reactor wall. We need more experiments to verify our hypothesis.
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Fig.5: Intensity comparison of the reactant ions and the DMP ion depending on the external
corona discharge power.
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The electron capture (EC) is an effective method for generation of ionic products which is used in
instrumental analysis. The best-known way of taking advantage of this method is to measure
electron currents in electron capture detectors (ECDs) applied in gas chromatography. In detectors
used in ion mobility spectrometry (IMS), EC can be seen as the one of methods for ionization of
sample components in negative mode. If the carrier gas in IMS is nitrogen, EC is the main method
for producing negative ions. Our work is devoted to the comparison of detection efficiency of
selected analytes in a typical ECD and two different IMS detectors.

1. Introduction

Electron capture detectors (ECDs) have been used in gas chromatography for many years [1]. The
construction of these devices is very simple. They are built in the form of small ionization chambers,
mostly of cylindrical geometry, with an internal radioactive source. The carrier gases used in the ECD
are pure nitrogen or argon with an admixture of hydrocarbons. As a result of the ionization of these
gases, positive ions and electrons are produced. Electrons can be captured by the molecules of the
sample components with high electron affinity. Negative ions produced in such way move in the
electric field much slower than electrons. Under ECD conditions, ion-ion recombination occurs much
more efficiently than electron-ion recombination and therefore the introduction of an electrophilic
compound to the detector results in a reduction of the ionic current. Electron capture (EC) is a process
whose efficiency depends on the energy of electrons [2]. Very often, the highest values of the capture
cross-section are obtained for thermal electrons. For this reason, the ECDs are supplied with short
voltage pulses that allow for collecting of all electrons that have not been captured by the analyte
molecules. In the intervals between pulses, the value of the electric field is close to zero. This prevents
the "heating" of electrons, which lowers the cross-section for the capture. The detection limits
obtained with the use of ECD in the analysis of compounds with high electron affinity are very low.
For some substances it is possible to obtain a coulometric effect. It consists in the fact that virtually
every analyte molecule introduced into the detector is ionized, and the electric charge transferred to
the molecule changes the value of the ionic current [3]. A comprehensive review of ECD research is
contained in the monograph by Zlatkis and Pool [4].

lon mobility spectrometry (IMS) is an analytical technique based on the measurements of ionic motion
in an electric field in the gas phase [5]. In contrast to ECD, IMS detectors enable the identification of
ionic products. There are several IMS variants that differ in the ion-separation method [6]. The classic
variant uses spectrometers with a drift tube (DT IMS), whose operation is based on the measurement
of ions’ drift times. Another kind of IMS detectors - differential mobility spectrometers (DMSs) have
been known for about 25 years [7]. In these instruments, the separation of ions takes place on the basis
of non-linear effects occurring during their movement in the electric fields of high intensity. If the
carrier gas in the IMS detectors is nitrogen, the ionization of the sample components in the negative
mode occurs as a result of the EC. Studies on such processes was carried out by Karasek [8] and
Spangler [9]. They found that the conditions occurring in IMS detectors are definitely different from
those that are present in ECDs. The electric field in ionic reactors of IMS detectors has a value of the
order of 200 V / cm. Under such conditions, the average electron energy in nitrogen reaches about 0.5
eV, which is significantly higher than thermal energy. This has a significant impact on the ionization
efficiency of the sample components in EC mode. DT IMS can also be used to study the kinetics of the
electron capture process [10,11].
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The main purpose of our research was to compare the analytical properties of ECD and two types of
IMS detectors working in the electron capture mode for several characteristic analytes. The principle
of operation of detectors used in research is shown in Fig. 1. All detectors were equipped with 63-Ni
radioactive sources emitting beta radiation.
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Fig. 1. Schemes of construction and the principle of operation for electron capture detector (a), drift
tube ion mobility spectrometer (b) and differential mobility spectrometer (c).

2. Results and discussion

Three detectors were used in our research: ECD DNW 600 detector (Department of Nuclear Physics,
Krakéw), DT IMS detector (own construction built at the Military University of Technology, Institute
of Chemistry, Warsaw) and DMS detector (prototype device developed at the Military Institute of
Chemistry and Radiometry, Warsaw). The research was carried out for organic compounds that
contain chlorine atoms in their molecules: carbon tetrachloride (CCly), chloroform (CHCIs) and benzyl
chloride (C7H,Cl) (Sigma Aldrich) with purity > 99%, as well as 2-chloroethyl ethyl sulphide (CEES)
(Sigma Aldrich) with purity of 97%.

Comparison of the properties of different detectors required the use of the relative signal Sre. It was
calculated using the formula:

_S(C)-5(0) n
=

* S (Csat) =S (O)

where S(Cy) is the absolute signal measured at analyte concentration Cy, S(0) the signal measured at

the analyte concentration equal to zero and S(Csx) is the signal measured at the analyte concentration

causing saturation of detector’s response.

All chemical compounds selected for analysis were ionized in dissociative electron capture process. Its

result is the generation of chloride ions (CI) in the reaction described by the equation:

MCl+e > M+ CI 2

Analyte vapors were introduced into the detector from a gas generator containing permeation
standards and a dilution system with mass flow controllers. Measurements of the detector signal
allowed to determine the calibration curves. Their course is shown in Fig. 2. For all detectors, the
highest sensitivity is observed for CCls. The ionization efficiency for other analytes is smaller and
different for particular detectors.
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Fig. 2. Calibration curves for test analytes measured with three different detectors.

Based on the initial slope of the calibration curves, detection sensitivity was determined for individual
detectors and analytes. The maximum value of sensitivity (175 % / ppb) was achieved for CCly in
ECD operating in the pulse mode. When comparing graphs, it can be seen that the sequences of curves
in the graphs for different analytes depend on the type of detector. For example, in DT IMS the
sensitivity for benzyl chloride is 2.4 times higher than for chloroform. The contrary regularity is
observed in the case of ECD, where the sensitivity for benzyl chloride is almost 5 times lower than for
chloroform. It is also interesting to compare the signal intensities for CCl, and chloroform. In the case
of DT IMS, the proportion of sensitivities for both compounds is 24, whereas for ECD it is equal to
158. The explanation of this effect may be based on the dependence of the electron capture rate for
CCl4 and chloroform on electron energy [12,13]. The rate constant for CCl, decreases monotonically
with the increase in electron energy, while the capture efficiency for chloroform reaches a maximum
for energy equal to approx. 0.2 eV (Fig. 3). The measurements we made using the electron capture
chamber (BEAM experiment), showed that the maximum EC cross-section for benzyl chloride is
observed at 0.5 eV. Such energies are reached by electrons in DT IMS. Therefore, it can be concluded
that better conditions for CCls detection occur in DMS or ECD, and DT IMS is better for measuring
low concentrations of chloroform or benzyl chloride. CEES is ionized effectively at lower electron
energies. The largest signal for this compound is obtained in DMS.

3. Conclusion

Chemical ionization in the negative mode is used much less frequently in chemical analysis than the
ionic-molecular reactions leading to the formation of positive ions. However, there is a large group of
chemicals that are interesting in terms of safety or environmental protection, which can be effectively
detected mainly in the negative mode. In the case when the nitrogen is used as a carrier gas, ionization
of the analyte occurs by electron capture. This process can be observed both in ECDs and ion mobility
spectrometers. Our studies have shown that the achieved sensitivity is very different for different
compounds. It was also demonstrated that the effectiveness of detection depends on the type of
detector. This is due to the fact that capture cross section of molecules strongly depends on average
energy of electrons. Compounds with high cross-sections for thermal electrons capture are effectively
ionized in ECD (pulse mode) and DMS. If the optimal electron energy is more than 0.1 eV, effective
ionization is possible in DT IMS.
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In plasma medicine, cancer and chronic wounds patient benefit from cold atmospheric plasma
treatments. However, the biochemical mechanisms are still underexplored. In this study, the
interaction of plasma jets with dissolved small molecule tracer compounds was investigated. Via
high-resolution mass spectrometry, covalent modifications resulting from the impact of plasma
derived gas phase and liquid phase species were identified and a dynamic model relating the different
discharge parameters with the deposited and effective reactive was built. In particular, the roles of
the short-lived species atomic oxygen and singlet oxygen compared to OH radicals and the long-
lived species hydrogen peroxide were addressed. It seems that a considerable amount of the species
interacting with the tracer molecules derives from the liquid phase, suggesting that the composition
of the treated system significantly modulates the (bio) chemical impact of a plasma source.

1. Introduction

The effectiveness of cold atmospheric plasma (CAP) in various applications, such as microbial
inactivation, plant seed germination, cancer treatment, and healing of chronic or acute wounds, is
predominantly addressed to the action of reactive species'™. In the core region of noble gas jet plasmas
and especially in the effluent, a high number of reactive oxygen and reactive nitrogen species have been
detected, alongside with electrons and noble gas ions or metastables. The specific composition is
determined by the working gas composition and plasma source design including the characteristics of
the high frequency voltage waveform and further modulated by distance from the active plasma zone or
ambient conditions. Significant input from the plasma physics community seeks to describe and
understand the resulting multi-dimensional dynamics of the active species composition.

From the biochemical point of view only species transferred into (or onto) the aqueous cell environment
or tissue (skin, wounds, cancer nodules) are relevant. After entering the biological system, plasma-
derived species interact with signalling protocols of human or animal cells, compromise cellular
integrity, or trigger downstream reactions that relay the impact of the plasma source from the point of
entrance to other parts of the model or body. Which reaction of the biological system follows the
treatment depends in large parts on the number and chemical properties of the species hitting the target
(“plasma dose™). Therefore, a thorough understanding of the plasma derived species trajectories is
desired in order to broaden CAP treatment options in plasma medicine, foster plasma source design for
medical applications, and increase safety.

So far, a wealth of studies shows either clinical impact of CAP, with chronic or acute wounds as the
major topic, or in vitro results using different primary or — more often — immortalized cell lines®>*°. The
latter range from simple Killing, over detection of cell death mechanisms, to metabolic activity, cell
cycle analysis or secretion of signal molecules. Such, while we have good knowledge on the functional
outcomes resulting from a given plasma treatment, we lack a connection between the gas phase species
generated by the plasma, their path into the biological system, and their primary targets. Starting early
on, labs within the plasma community investigated liquids, most often water, for the presence of
detectable reactive species. The long lived species hydrogen peroxide (H20-), protons (HzO*), nitrite
(NOy), and nitrate (NOs") were found frequently and could be quantified with a number of methods.
Short lived species, such as peroxynitrite (ONOO") was determined to be present by following decay
processes of the precursors nitrite and hydrogen peroxide in acidic solutions, but direct detection of
ONOO' remains elusive. Using electron paramagnetic resonance spectroscopy, hydroxyl radicals (OH),
superoxide anion radical (O2) and nitric oxide (NO) were detected, but could not be quantified due to
unknown reaction probabilities of the used spin traps with the respective radicals'® 2, With that, an
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unsatisfying picture of plasma — liquid interaction emerges as the community is frequently challenged
for just creating hydrogen peroxide.

While H,0; is clearly a major product of some plasma discharges especially when working gases are
not absolutely dry, other do not produce it (or do so only transiently) and nonetheless have a massive
impact on biological systems®* 14, Here, experimental proof is presented that for plasma discharges in
direct proximity to aqueous systems containing organic compounds short lived species dominate the
long lived hydrogen peroxide. Using cysteine as small organic tracer compound and the peptide
bradykinin as biological macromolecule prototype the chemical impact of the argon jet KINPen and the
helium jet COST jet was evaluated using high resolution mass spectrometry as tool to elucidate plasma
derived covalent modifications. While in the case of cysteine the thiol group is the preferred target of
plasma derived reactive oxygen species, peptides such as bradykinin are targeted by both ROS and RNS.
These results clarify the role of plasma derived species and allow the conclusion, that in the clinical
setting a large proportion of the chemical energy applied is scavenged by the organic molecules outside
the cells. Future work must seek to understand the further fate of the newly generated chemical groups
and their biological impact.

2. Methods

Plasma treatments: The argon-driven plasma jet kKINPenQ9 or the helium driven COST jet was used in
these experiments®® 6, The working gas flow (3 or 1 slm, respectively) was in part enriched with 0.5 or
1 % molecular gas (oxygen, nitrogen, or a 1:1 mixture of both). In some of the experiments, heavy
molecular oxygen (*30.) was introduced in the working gas. The distance between jet-nozzle and liquid
surface was constant at 9 mm (kINPen) and 4 mm (COST jet), as well as the treated volume (750 pL)
in 24 well plates. Treatment times between 30 s and 600 s were used. Agueous solutions of cysteine at
different concentrations were treated, but in the present study 300 UM cysteine were predominantly used.
Direct and indirect treatments of cysteine solutions were performed; while in the first case the plasma
impacts directly on the liquid, in the second case aqueous solutions were treated in absence of cysteine.
Immediately after the treatment, cysteine was added to the plasma treated liquid and allowed to react
for 1 minute.

Cysteine derivative elucidation: cysteine-derived structures after plasma impact were characterized via
high resolution mass spectrometry (Sciex TripleTOF 5600) via direct infusion. A negative polarity of
4000V on a Turbo V ion source, -10 V collision energy and -10 V declustering potential was used, and
a mass range from 50 to 400 m/z at a scan rate of 3 Hz was scanned. If desired, MS2 experiments were
performed to achieve substructure information. For the quantification, Hydrophilic interaction liquid
chromatography (HILIC) was coupled to a mass spectrometric detection (Sciex QTrap5500). A Multiple
Reaction Monitoring modality was set, leading to a more accurate quantification based on MS2
transitions specific for each derivative. The hydrogen peroxide (H.0,) was quantified via ferrous
oxidation-xylenol orange (FOX) assay.

3. Results and discussion
A number of plasma-induced cysteine derivatives were observed via high resolution mass spectrometry.

Information about the structures were obtained by the MS/MS analysis and fine mass, and the identified
compounds are shown in Figure 1.

140



0 4] 4] 0

0 Ar/O, %
g oM 5 N oH ——> \\ OH
Il w” \\O

N, NH, o N, NHy

Cysteine Cys. sulfenic acid Cys. sulfinic acid Cys. sulfonic acid
(120.01 m/z) (136.00 m/z) (152.00 m/z) (168.00 m/z)
| Ar/Nz [
Ar/N,/O, l ) l Ar/0, M | AUN,/O,
v
o Ny ) °
NN /\Hk 7%\/ /\Hk N /N)J\ o\\ /\)J\
s OH OH S H AN
i o o /s\\ OH
L o N, ]
S-nitrosocysteine Cystine 149.99 m/z 150.97 m/z
(149.00 m/z) (239.02 m/z) °

Ha
oM
" /o o NIy j)k
N Ar/NZ/OZ ll Ar/0, w o 8 o
s ” e o T <™ I
o o s,
H\S oM

N,

Cys. S-sulfonate Cys. disulfoxide
(199.97 m/z) (271.01 m/z) 390.02 m/z
| Ar/Nz/o2

Ny 0 Ny 0

\|| AN, | \” A0, lsl\ﬁ Stable compounds

|0| || o !! ” T > Ll i Lable compounds
Ny °

B Humidified feed gas

318.01 m/z Cys. tetrasulfoxide 318.99 m/z B Shielded effluent

(302.99 m/z)
Fig. 1: Observed cysteine product pattern and possible formation pathway
While most compounds are transient and disappear with increasing treatment time (e.g. cystine),

cysteine sulfonic acid (Cys-SO3;H) and sulphate ions (SO4) accumulate as highly oxidized apex
species (Fig. 2).
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Fig. 2: cysteine is consumed during plasma treatment, with cystine as one major transient product (left). Cysteine sulfinic
acid is a transient product, and oxidation culminates in cysteine sulfonic acid.

Intermediates of interest are sulfenic acid (Cys-SOH) that is biological active but could not be
detected due to its instability, and cysteine sulfinic acid (Csy-SO;H) that was found in considerable
amounts if conditions were not highly oxidizing as in Ar-O; or He-O,, and various oxidized cystin
derivatives. The latter are assumed to be precursors of cysteine-S-sulfonate, a biologically active
compound. Only traces of RNS derived compounds, such as S-nitroso cysteine, could be detected.
From these results it could be concluded that the plasma-induced oxidation of cysteine occurs mostly
at the sulphur moiety
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and is oxygen-driven. The concentration and composition of the detected cysteine derivatives are
highly dynamic and allow conclusions on the plasma source and discharge parameters. A clear
distinction between kINPen and COST jet could be detected by the model system, further modulated
by the composition of the working gas (Fig 3).
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Fig. 3: Venn diagram of all detected cysteine modifications (A) and corresponding PCA (B). Overall, 129 significant products
were detected specific to the shown conditions (A). The percentages for the principal components (PC) indicate how much
spectral differences can be described with PC1 or PC2, respectively'’.

To confirm the predominant action of short lived reactive species in the oxidation of cysteine, direct
treatments were compared with indirect treatments. Indeed, while in the first case the liquid receives the
direct effect of all the plasma components (e.g. reactive species, radiation), in indirect treatments the
liquid interacts mostly with long-lived species. Figure 4 shows experiments performed via HILIC-MRM
separation and quantification of the cysteine derivatives.
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Fig. 4. Impact of direct vs indirect treatments on the cysteine thiol moiety (cysteine 1 mM, 10 min, left). RSH = cysteine, RSSR
= cystine, RSO2H = Cysteine sulfenic acid, RSOsH = cysteine sulfonic acid, RSSO3H = cysteine-S-sulfonate. Hydrogen
peroxide deposition under different working gases w/ or w/o the presence of cysteine (0.3 mM, 3 min, right).

In this case, the attention was given mostly for the production of cystine (RSSR, primary product) and
cysteine sulfinic (RSO2H) or sulfonic acid (RSOsH, secondary/tertiary products). The results clearly
show that in case of direct treatments a strong oxidation on the thiol occurs, leading to the presence of
both cysteine sulfenic and cysteine sulfonic acid. In case of the indirect treatment, no oxidized
compounds except cystine are produced. Cystine is also the product that occurs when only hydrogen
peroxide is used as control experiment, indicating that in the indirect treatment H,O- is the dominant
active species. In contrast, recent publications indicate that singlet oxygen (*O,) as well as atomic
oxygen (O) may be the relevant reactive species in the case of the direct treatment. Ozone (O3) might
be excluded, as it is generated by three body collisions, that occur predominantly in the far regions of
the effluent (>20 mm from nozzle).
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To test the penetration of plasma generated species into aqueous liquids, 20, was used as an admixture
to the working gas (Fig. 5). Among all derivatives, cysteine sulfonic acid was chosen as representative
compound, since many of the derivatives follow the same behaviour. The incorporation of zero, one,
two (dominant) or three heavy oxygen atoms was observed. These data suggest the diffusion of gas
phase reactive species into the bulk liquid, leading to the direct oxidation of the cysteine without
interaction with water. Mainly two gas phase 20 atoms were incorporated, hinting at singlet oxygen as
a major contributor. Using EPR, significant amounts could be detected in the gas phase and indications
were found in the liquid phase®. Interestingly, some %O atoms were incorporated into the compound,
indicating that either the solvent (H,**O based) entered the active parts of the effluent and was cleaved
there, or that gas phase species were able to lyse the water at the interphase to generate *OH radicals or
similar reactive species.
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Fig. 5. Incorporation of gas phase oxygen species in the cysteine sulfonic acid (cysteine 0.3 mM, 1 min, left). High resolution
mass spectrum showing the incorporation of 1, 2, or 3 80 atoms into cysteine sulfonic acid (right).

4. Conclusions

Using cysteine as a model substance, its derivatives generated by the plasma treatment form distinctive
patterns enabling description and standardization of the chemical potential of different plasma source
and discharge parameters in liquids. It is suitable as a tool to understand the liquid chemistry of the
chosen treatment conditions. For the plasma sources tested here, a strong impact of short-lived oxygen
species produced in the gas phase and that are directly deposited in the aqueous liquid or at its surface
and directly acting on the cysteine thiol moiety, was shown. In contrast, hydrogen peroxide dominated
liquid chemistry produced by indirect plasma treatment failed to return strongly oxidized cysteine
derivatives and it must be assumed that the direct plasma treatment performed in the clinical applications
of CAPs are not well described by many (cell) models using plasma treated liquids (“plasma activated
medium, PAM”). By using isotope pattern, the transition of gas phase species into bulk liquid residing
cysteine molecules was determined, yet a small amount of liquid phase oxygen was also detected in the
oxidized cysteine derivative. The origin of this needs to be clarified in future experiments.
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This paper describes the analysis of removal efficiency of indoor airborne bacteria by dielectric
barrier discharge (DBD). An in-house system composed of DBD device, air sampler, nebulizer and
circulating pan was set up to evaluate the antibacterial effect of the airborne bio-aerosol. In this work,
two groups of samples were separately used and each sample was exposed to the DBD for 5 minutes
and 10 minutes, respectively. The removal rate increased from 57 £ 9 %, 74 £ 11 % as the treatment
time increased from 5 minutes and 10 minutes. The removal efficiency increased with increasing
treatment time. The experimental results demonstrated the DBD can be effective for the removal of
airborne bacteria. Therefore, it is noted that the DBD can be applied to enclosed spaces such as
vehicles, ships and indoors to improve the air quality.

1. Introduction

Bio-aerosols have plants, microorganisms, viruses, airborne bacteria, mites and fungi. They are harmful
substances that can cause serious diseases to the human. Therefore, the airborne bacteria with patho-
genicity should be removed to improve indoor air quality. In general, high efficiency specific air filter
and ultraviolet-C (UV-C) are used to remove airborne bacteria. Although these methods can provide high
removal rate of airborne bacteria, they have limitations due to regular filter replacement and UV-C ex-
posure [1]. The DBD has the highest removal efficiency, even though the complexity and manufacturing
costs are higher than the air filter and UV-C [2]. The airborne bacteria are removed or inhibited by the
reactive species such as nitric oxide, atomic oxygen and hydroxyl generated by DBD. Many studies on
the bacteria removal with DBD have been reported for the last decades. However, most of studies fo-
cused on stationary bacteria captured on the surfaces like agar plate. In this study, the removal rate of
indoor airborne bacteria was directly analyzed by sampling the air treated by DBD with time.

Fig. 1. Photograph of the DBD device during the plasma generation.

2. Experimental setup and results
The DBD device, air sampler, nebulizer and circulating pan were used to measure the bactericidal per-
formance. The DBD device was composed of a quartz tube as a dielectric and aluminum and stainless
mesh as two electrodes respectively. For the plasma generation with DBD, 6 kV peak-peak and 11 kHz
sinusoidal wave was applied to the plasma device. The initial number of bacteria was set to zero through
the UV-lamp and the sprayed solution sterilized with an autoclave contains the bacteria. The Staphylo-
coccus epidermidis (S. epidermidis) were used as a sampled bacteria. The sprayed solution was vortexed
for about 15 to 20 seconds to prevent precipitation. The airborne bacteria were sampled for 5 minutes at
a flow rate of 20 L- min™ through air sampler using the Anderson impact method and the sampling was
about 10 % of the chamber volume. The air with the bacteria was exposed to DBD for 5 minutes and 10

minutes. Then the samples were incubated at 37 °C for 24 hours. The colony forming unit method was

used to measure the removal efficiency of airborne bacteria after incubation. The experimental results
have error range. The error was due to the fact that not all airborne bacteria respond perfectly to the

145


mailto:junchoi@kitech.re.kr
https://terms.naver.com/entry.nhn?docId=980517&cid=50313&categoryId=50313

DBD despite the use of circulating fans. The removal rate was 57 £ 9 % at 5 minutes and 74 + 11 % at
10 minutes depending on the exposure time to the DBD. As a result, the removal efficiency of airborne
bacteria increased with increasing exposure time.
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Fig. 2. Schematic of the experimental setup for inactivation of airborne bacteria using DBD.
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3. CONCLUSION

In summary, the removal efficiency of airborne bacteria by DBD was analyzed to confirm the effect of
treatment time on the inactivation of bacteria in air. The S. epidermidis showed high reactivity to DBD
and the removal efficiency of airborne bacteria increased with increasing exposure time. The removal
rate of airborne bacteria was calculated by comparing the number of colony forming populations before
and after treatment. The airborne bacteria were removed 57 + 9 % for 5 minutes and 74 = 11 % for 10
minutes. These results show that the DBD is capable of removing the airborne bacteria and affects in
improving the quality of indoor air.

Tab. 1. The experimental conditions.

Parameter Value

Temperature () 24 £ 2

Humidity (%) 55 +5
Volume of spray (ml) 7
Chamber volume (md) 1
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It is shown the possibility of tunning the ratio of active species concentrations over three orders of
magnitude in deionized water activated with a surface-wave microwave discharge.

1. Introduction

In the last decade plasma-activated water (PAW) has received a lot of attention from the plasma
medicine and plasma agriculture community due to its potential to induce oxidative stress to cells.
PAW has been found to have antimicrobial and antibacterial effects [1-3], while in the field of
agriculture with PAW the improvement of seeds germination and plant growth have been targeted [4-
6].

By PAW it is meant the water, which contains reactive species, mostly reactive oxygen and
nitrogen species (RONS), generated by the interaction of active or afterglow plasma with water. The
main long-lived RONS produced in PAW have been identified to be the H,O,, NO,~ and NO3™, whose
lifetime has been defined to vary from couple of days to weeks. PAWSs have been created typically in
the amount of 0.1-30 ml, with the concentration of generated species decreasing with the volume of
the treated water [7-9]. For example, by treating 60 ml of deionized water (DIW) for 5 min with a ns
air DBD it has been obtained PAW with pH 2.7, and concentration of H,O, 8.5 mg/l, of NO,~ 7mg/I
and NOsz~ 93 mg/I [9].

Usually the studies report one or two PAW conditions and do not give suggestions for the tuning of
the PAW composition, which would be welcomed in order to be able to define the role of different
species acting in synergy in the biological applications. For tuning the PAW composition an attempt
has been done by Ito et al. [10] by using a He DBD jet with different shielding gases obtaining ratios
of [NO,™ J/[H202] ranging between 0 to 0.18. However, here no information is given about the density
of NO3™ molecules, which can be also formed during storage from the reaction of NO,~ with H,0..

In the present work we study the possibility of tuning the composition of PAW through the
activation of DIW with a surface-wave microwave discharge by varying the discharge and treatment
conditions.

2. Experimental

The surface-wave microwave discharge [11] is generated with the help of a surfatron launcher (Sairem,
Surfatron 80) in a quartz tube of outer diameter 6 mm and inner diameter 4 mm using as a main gas Ar
at gas flow rates of 1500-2000 sccm. During experiments Ar-N2/O, binary and ternary mixtures are
also used with the O, and N2 gas flow rates ranging between 10-100 sccm. The input power is varied
between 25 and 30 W. The quartz tube is fixed inside the surfatron in such a way that downstream the
edge of the quartz tube is at 14.5 mm distance from the closing plate of the surfatron. This insures that
at the powers and gas flow rates used the plasma plume outside the tube is long enough to allow
different contact points with the water surface. A Berzelius beaker of 35 ml filled with 32 ml of DIW
is positioned below the plasma plume with the water surface being at d = 5.5 mm, 8.5 mm or 10.5 mm
distance from the edge of the quartz tube. In order to avoid the overheating of the quartz tube during
treatments compressed air is applied along the quartz tube with a gas flow rate of 8 sIm. This air flow
shields the plasma plume, while also results in about a 1 mm dislocation of the water surface.
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3. Results

Table 1 shows the different treatment conditions applied and the characteristics of the generated
plasma activated water. The concentration of H2O2, NO,™ and NOs", and the pH of samples have been
measured with QUANTOFIX test strips and evaluated with the QUANTOFIX Relax unit (by
Macherey-Nagel, GmbH ). The samples have been analyzed immediately after the treatment, as well
as the ageing in closed containers at room temperature has been followed.

Ar_1.2000 sccm Ar, 25 W, 5.5mm ArNz_1. 2000 sccm Ar-40 sccm N2, 27 W, 5.5mm
t [H202] | [NO2] | [NOs] | pH |t [H202] | [NO2] [NOz1] pH
[min] [mg/L] | [mg/L] | [mg/L] [min] [mg/L] | [mg/L] [mg/L]
0 84 6.8 92 57 10 40 12 136 5.3
95 63 0.5 49 46 |82 36 1.3 63 4.3
83567 | 50 <0.5 40 6.6 | 83535 |23 <0.5 56 6.3
Ar_2.2000 sccm Ar, 25 W, 10.5mm ArNz_ 2. 1500 sccm Ar-40 sccm N2, 27W, 5.5mm
0 4 6.4 74 59 |10 9 9.6 104 5.6
93 7 54 79 55 |86 9 5.6 80 5.5
83559 | 0.6 <0.5 39 6.5 | 83540 |24 0.5 40 6.6
Ar_3. 1500 sccm Ar, 25W, 5.5mm ArNz_3. 2000sccm Ar-40sccm N2, 27W, 10.5mm
0 46 12 123 54 10 2 6.6 73 5.8
93 25 1.6 61 5.1 |81 2 5.9 79 54
83554 |21 <0.5 55 6.2 | 83529 | <05 1.6 36 6.5
Ar_4. 2500 sccm Ar, 26 W, 5.5mm ArNz_4. 2000sccm Ar-40sccm N2, 27W, 10.5mm,
10min
0 85 6.2 89 55 |0 4 14 141 5
90 56 0.5 47 45 |92 3 6.3 101 5.3
83419 | 65 <0.5 49 6.2 | 83488 | <0.5 <0.5 61 5.8
ArN202_1. 2000sccmAr-40sccmNz- ArNz_5. 2000sccm Ar-60sccm N2, 27 W, 5.5mm
10sccmOz, 25W, 5.5mm
0 20 8.8 104 54 |0 17 8.7 128 5.5
76 19 1.8 59 55 | 68 25 2.8 68 4.8
83486 | 16.6 <0.5 53 5.8 |83508 |15 0.5 51 6.3
ArN202_2. 2000sccmAr-40sccmNz- ArNz_6. 2000sccm Ar-60sccm N2, 27 W, 8.5mm
20sccmOg, 25W, 5.5mm
0 37 12 128 53 |0 3 4.9 62 5.8
74 14 2.7 64 49 |79 4 4 55 5.8
83484 |85 <0.5 43 5.9 | 83520 | <0.5 <0.5 24 6.6
Ar0Oz_1. 2000sccm Ar-20sccm Oz, 25W, ArNz_7. 1500 sccm Ar-60 sccm N2, 27 W, 5.5mm
5.5mm
0 80 9.3 113 55 |0 3 4.5 59 6
73 37 0.5 50 49 |66 3 3.4 52 6
83451 | 43 <0.5 45 5.8 | 83503 | <0.5 <0.5 22 6.7
Ar0Oz_2. 2000sccm Ar-40sccm Oz, 25W, ArNz_8. 2000sccm Ar-100sccm N2, 30W, 5.5mm
5.5mm
0 75 13 122 5 0 11 6.5 73 5.8
84 41 1 66 44 | 84 11 3.8 52 5.5
83388 | 35 <0.5 57 5.9 183484 |5 <0.5 29 6.4

Table 1. The treatment conditions: gas flow rates, input power and quartz tube-water surface distance,
and the concentration of active radicals created in PAW at different ageing moments.

First of all different Ar discharge conditions have been tested by changing the gas flow rate and the
treatment distance. The plasma plume is characterized by a decreasing electron density profile, thus by
changing the treatment distance it is changed the electron density at the plume - water surface
interaction point. The electrons by interacting with the water surface can create OH radicals, which
afterwards through the recombination reaction form H.O,. This is well illustrated by the obtained
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results, namely at lower treatment distance, where higher electron density occurs at the water surface
higher H,O, concentration is obtained. By decreasing the gas flow rate (Ar_3) condition, the plasma
plume is slightly shorter, and meanwhile more air is also able to diffuse into the plume, which
favoures the formation of nitrate and nitrite radicals. Fig. 1. shows the spectra of the plume close to
the water surface. Optical emission spectra have been measured using an AvaSpec-3648 type
spectrometer with 0.2 nm resolution and covering a spectral range of 250-800 nm. The spectra
indicate the absence of OH molecules (308 nm) in the plume, which suggests, that the OH radicals are
created directly in the liquid phase. The spectra also show, that at the lower treatment distance the
emission intensity of the Ar lines (602-830 nm), which results from the electron excited Ar atoms, are
higher. This is a good indication of the higher electron density at the interaction point.
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Fig. 1. Spectra of plasma plume close to the water surface for different quartz tube-water distances in
the case of the 2000 sccm Ar, 25 W discharge. The spectra are shifted in intensity for clarity.
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Fig. 2. Spectra of plasma plume close to the water surface for different N, content discharges in the
case of d = 5.5 mm.
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By adding N2 to Ar (conditions Ar_N in Table 1.) the length of the plasma plume decreases, while the
plasma becomes stable only at the higher 27 W power. This effect is well reflected by the much lower
H>O, concentrations obtained with the N> content initial gas mixture discharges. Meanwhile, higher
nitrite and nitrate concentrations are obtained due to the more pronounced presence of NO and NO;
radicals in the gas and consequently in the liquid phase, through the following reactions:
NOZ(aq)+N02(aq)+H201 ad NO-Z + NO}) + 2Ht and No(aq)+N02(aq)+H201 g ZNO-Z + 2HT.
Fig.2. shows the spectra of different N, content discharges for the d = 5.5 mm case, close to the water
surface. With the addition of 100 sccm of N> the emission intensity decreases considerably low. This
indicates, that in this case the plasma plume becomes so short, that it is already the afterglow plasma,
which interacts with the water surface. This results, as expected, in a lower H,O, concentration. The
active species concentrations of the ArN>_1. versus ArN_3. conditions indicate, that along the plasma
plume the density of NO and NO; radicals also decreases, as well as along the afterglow, thus with
higher treatment distance lower nitrite and nitrate concentrations are obtained in PAW. This is also
reconfirmed by the ArN,_5. and ArN>_6 conditions where the discharge with 60 sccm N in the initial
gas mixture has been used. It is further found, that by doubling the treatment time - ArN,_3. versus
ArN2_4. condition — practically the doubling of the active species concentration in PAW is obtained.
Concerning the ageing of the PAW, it is found that at room temperature the concentration of the
peroxide and nitrate decrease by a factor of 2 during 2 months of storage. In fact, avery fast
recombination phase is observed during the first hour, which is followed by a much slower one. In
what concerns the nitrite, it recombines very fast with the peroxide, resulting in nitrate. The weakening
of this effect is shown by the ArN,_3. condition, where very low peroxide concentration is measured
right after the treatment, which has resulted in a much slower decrease of nitrite concentration, i.e. the
nitrite does not disappear totally after two months, contrary to the other conditions where the starting
concentrations of peroxide are considerably higher.
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Fig. 3. Ratio of concentrations as a function of ageing time for the different treatment conditions.

Finally, Fig. 3. shows the ratio of the nitrate to peroxide concentration as a function of ageing for the
different treatment conditions as listed in Table 1. By changing the treatment distance and the initial
gas mixture composition of the discharge, the [NOs]/[H.0;] concentration ratio can be varied over
three orders of magnitude from about 0.5 to 150 (we note that the lowest detection limit of H.O, is
0.5 mg/l, and in the ratio calculations the concentrations that are lower than that value are taken as 0.5).
In the case of the treatment conditions where initially (t = 0.5 min) low H,O, concentrations are
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obtained, the ageing has a more pronounced effect on the concentrations ratio, due to the strong
recombination of H,O».
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The transport of reactive species to the substrate, the effect of recombination reactions of reactive
species in the gas phase, and the substrate reaction probability play a crucial role in the efficiency
of the surface treatment or the growth of thin films. We will demonstrate that the highly collisional
conditions result in high surface treatment efficiency even for species with low surface reaction
probability. Additionally, we will report on the use of He/O, plasma for the treatment of Cu films
at well-defined surface temperature to generate nanostructured copper oxide layers.

1. Introduction

Atmospheric non-equilibrium plasmas can generate high densities of reactive species or dissociate
effectively precursor gases. Contrary to low-pressure plasmas, the collisions prevent ion bombardment
and the diffusion is slow as transport mechanism. On the other hand, energy can be effectively stored
in form of excitation energy (metastable atoms, excimers, metastable molecules such as N2(A)) and a
convection can be used as an effective transport of reactive species in atmospheric plasma jets.
However, the main application of atmospheric plasmas is mainly in surface treatment applications,
they are not widely used in applications for thin film generation or etching due to the limited quality of
the deposited material, missing ion bombardment and only localized treatment. Their potentials
material synthesis are mainly demonstrated in proof of principle experiments [1], where especially
interesting is the formation of nanostructured materials [2,3] or nanoparticles [4].

2. Experimental setup
The experiments are performed with two atmospheric plasma sources: i) a so-called COST reference
jet [5] with two metal electrode at the distance of 1 mm and with capacitive coupling of the rf-power,
which generates cold plasma in He with small admixture of reactive gas, and ii) a similar jet with a
glass capillary with rectangular profile in between the electrodes (see Fig. 1). The capillary as
dielectrics in the latter case allows much larger power being applied to the plasma without
development of electric arc and electrode damage.

He/O, flow
I Metal shielding
1 |
rf voltage H”” .y _ ceramic rods O Gas Flow

I\\\\—.-— glass capillary Plasma

| i - electrodes Glass Tube )

Electrode
heater with J__

temperature

control
up to 800°C

Fig. 1. Scheme of the experimental setup. The inner cross-section of the glass capillary is 1x1 mm?2.
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3. Results and Discussion

The cold plasma generated in the COST reference jet has been used to etch hydrogenated amorphous
carbon films. The comparison of the etch profile with the simulation of the species transport in the gas
phase to the surface have revealed, that the surface reactivity of the O atom is below 1% (data not
shown, for details see [6]). Additionally, the highly collisional environment with very slow diffusion
provides high reaction rate at the surface even for species with low surface reaction probability. The
simulations indicate that the overall reaction rate at the surface drops just with factor two when the O
reactivity is changed in the model from 100% to 1%.

The oxidation of the surface is utilised in the experiment with the second jet, where much higher
power is applied and thin copper film on silicon wafer is treated at variety of substrate temperatures
(100°C — 800°C). The absorbed power in the plasma as obtained from the measurements of calibrated
volt and current probes. Fig. 2 clearly demonstrate the transition from the volumentary (oo mode)
discharge to contracted discharge (sometimes called y mode discharge) at transition voltage around
450 V. The plasma is in this case located in two 100 um thin layers in front of the both electrodes.

40
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Fig. 2. Measured absorbed power as a function of applied root-mean-square voltage.

The contracted mode can be operated for long time (no damage or change observed after 20 hour of
operation). The gas temperature, which is around 40 °C in the o mode, rises to 400 °C in the
contracted mode as measured with a thermocouple at the capillary exit. The O, dissociation degree is
around 10% in the o mode and it is expected that this value will be closed to 100% in the contracted
mode due to higher plasma density, promoting electron impact dissociation, and higher gas
temperature, which slows down or even prevents recombination reactions. Mass spectrometry
measurements are being prepared to measure the O, dissociation degree and O atom density.

The morphology of treated copper film has been analysed with scanning electron microscopy (SEM)
as function of surface temperature, time, and O, concentration in the gas mixture at absorbed power of
around 10 W. Figure 3 shows an example of the surface morphology under the running jet with O
atoms being involved in the treatment and at the region far away from the jet axis, where the thermal
oxidation at the same temperature took place. It is clearly visible that the treatment with O atoms leads
to formation of vertical nano walls, which are not observed in the thermal treatment. The non
equilibrium conditions resulting from the enhanced O dissociation and presence of O atoms result
very probably in enhanced mobility of oxygen along the surface providing conditions for formation of
unique nanostructures. It should be noted that similar structures are observed at 100°C (no oxidation)
and at 800°C (the similar structure of large oxide grains). The XPS measurement revealed in both
cases the presence of more stable cupric oxide CuO. Similar observations have been obtained
previously by Altaweel et al. [2] under microwave atmospheric plasma jet without the control of the
surface temperature.

153



Fig. 3. SEM image of the surface of copper oxide after 60 minutes of treatment with a) plasma
afterglow with O atoms and b) with He/O> gas. Conditions: He flow 1 sIm, O, flow 5 sccm, applied rf-
power 50 W, absorbed plasma power 10 W.

4. Conclusions
The surface treatment of metallic layers leads to nanostructured oxidation with different morphology
compared to thermal oxidation. The aim of this and following study is to provide fundamental
understanding of surface reactions involved in the oxidation process.
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Plasma generation inside conducting liquids is frequently preceded by the growth of a vapour layer.
The growth of vapour layers has been observed with a fast framing camera. The images have been
analysed to estimate the conductivity of this vapour layer. Surprisingly high values of vapour
conductivity are estimated which raise questions about the nature of the vapour layer.

1. Introduction
Plasmas in liquids have been studied for some time and various reviews have been made, e.g. [1]. When
electrodes are submerged in the liquid there are generally two types of behaviour. At high voltages (>1

kV), over short timescales (< u's) and with low conductivity liquids (e.g. oil, distilled water) the
discharges tend to be formed by direct breakdown in the liquid itself. By contrast with lower voltages
(~100 V), longer pulses (> u's) and more conducting liquids (e.g. electrolyte solutions, sea water) a

vapour layer tends to form prior to breakdown around a powered electrode, or wherever the current
density is highest. Breakdown then occurs in this vapour layer. In this work the vapour layer has been
investigated.

2. Experiments, Results, Analysis and Conclusions

Breakdown has been observed with a Photron fast framing camera (SA-X2) in 0.9% g/l saline solutions
excited by 1 ms 300 V pulses with typical pulse repetition frequencies of 1 Hz. The vapour layer that
forms prior to breakdown has been imaged by shadowgraphy with the fast framing camera. A vapour
layer grows around the powered electrode. A clear boundary is observed between the vapour layer and
the surrounding liquid. The images are analysed to determine the shape of the vapour layer around the
electrode. The shapes are then imported into finite element modelling software. The average
conductivity of the vapour layer is estimated by comparison of the experimentally measured electrical
characteristics of the discharge and the finite element model. Normally it would be expected that vapour
would have a lower conductivity than an electrolyte solution, however, here vapour conductivities
approaching the conductivity of the saline solution itself are estimated. Thus, we have to conclude that
there are charge carriers in the vapour that enable this conductivity. The exact nature of the vapour layer
is not clear. For example, it is not clear what the charge carriers may be; different possibilities will be
considered in the talk

3. References
[1] P.J. Bruggeman et al. 2016 Plasma Sources Science and Technology 25 053002.
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Studies are presented on the emission characteristics of a gas-discharge plasma of
atmospheric pressure dielectric barrier discharge on mixtures of zinc diiodide
vapor with neon and xenon. The repetition rate of plasma pump pulses was 130
kHz. The following regularities were established: in the emission spectra of the
plasma of the barrier discharge in the range of 200 - 750 nm with a resolution of
0.05 nm, the temporal characteristics of voltage and current, the dependences of
the radiation brightness on the partial pressure of neon and xenon. Radiation was
detected: exciplex molecules Znl* and Xel*, excimer molecules I2*, lines of zinc
and neon atoms. The specific average radiation power in the spectral range AA =
550-650 nm, which had a value of 54.4 mW/cm?, was determined.

1. Introduction
Data on the emission characteristics of a gas-discharge plasma in mixtures of zinc diiodide vaapor
with neon and xenon are important for the diagnostics and optimization of the spectral and energy
characteristics of spontaneous (excilamps) and coherent radiation sources (lasers). Such mixtures
under gas-discharge plasma conditions can be promising working media for creating ecologically
clean spectral radiators in the orange - red and ultraviolet spectral ranges. Studies of the emission
characteristics of lasers and spontaneous emission sources on mixtures of zinc diodide vapor and inert
gases when optically pumped by an ArF-exciplex laser (193nm) and under conditions of a gas-
discharge plasma of a pulsed periodic discharge, as well as a barrier discharge with a sinusoidal
pumping pulse, were represented in [1-6]. The authors of the paper [1] present the results on the
creation of a laser at a wavelength of 600-604 nm on electron-vibrational transitions B2Z*1, — X?Z*11
of zinc monoiodide molecules (Znl) in a mixture of zinc dioiodide vapor (Znl,) with inert gases argon
and neon. The energy states of Znl molecules were excited under the dissociative excitation of Znl,
molecules by radiation from an ArF exciplex laser (193 nm). The authors of [2] studied the quenching
of the energy states of a Znl molecule in a collision with Znl, molecules, and also determined the
amplification factor of a small signal from a Znl laser. The results of studies [1,2] allowed the authors
to make a conclusion about the prospects of creating a compact, tunable orange-red laser. In [3], the
optical characteristics of the source of spontaneous emission of a repetitively pulsed barrier discharge
were studied at pulse repetition rates of 0.1-1 kHz in mixtures of Znl, vapor with helium and neon.
They observed spontaneous emission in the spectral region of 450-620 nm (the spectral band of Znl
molecules (614.0 nm) and atomic zinc lines (468.0, 472.2, and 481.1 nm)). The authors concluded that
the emission of Znl molecules occurs as a result of their excitation during the dissociative excitation of
Znl, molecules by electron impact. In [4-6], data are presented on the optical and electrical
characteristics of radiation from a gas- discharge plasma of a barrier discharge on two and three
component mixtures of zinc diiodide vapor with inert gases helium, neon, xenon and krypton with a
sinusoidal pump pulse of working mixtures with frequencies up to 130 kHz. In these studies,
regularities were found in the spectral composition of the mixtures, and the emission brightness of the
exciplex zinc monoiodide molecules (Znl*) was determined in relative units for each mixture. It was
found that for a mixture of Znl, vapor with helium, the maximum brightness of Znl* radiation is
observed at partial pressures of the components of the mixture of 0.5 Pa and 100 kPa, respectively. In
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addition, the spectral bands of molecular iodine were detected, the most intense of which was the I,
(D’—>A”) band with a maximum at A = 342 nm and spectral bands of the electron-vibrational transition
B — X in the wavelength range 420 - 480 nm, as well as zinc lines -triplet 5s — 4p (468.0, 472.2, and
481.0 nm) and 4d — 4p line (636.2 nm). The average radiation power per unit volume was 34
mW/cm? in the wavelength range AL = 550-650 nm, the efficiency relative to the power input into the
discharge was ~ 8% [6].

The present work is devoted to a comprehensive study of the emission characteristics of a gas
discharge plasma of atmospheric pressure dielectric barrier discharge (DBD) in mixtures of zinc
diiodide vapor and neon with a small addition of xenon at a pump pulse repetition rate of 130 kHz.

2. Technique and methods of experiment
Fig. 1 shows the main components of the experimental setup for studying the optical characteristics of
a gas-discharge plasma in mixtures of zinc diiodide vapor, neon and xenon. Gas-discharge plasma was
excited by a dielectric barrier discharge (DBD) in a compact cylindrical emitter with one dielectric
barrier with a capacity of Cq = 40 pF, made of a quartz tube. The outer diameter of the tube 5 with a
wall thickness of 1 mm was equal to 8.8 mm. Inside along the axis molybdenum electrode 4 with a
diameter of 1 mm was located.

1
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Fig.1. The schema of the experimental setup: 1-pulsed generator, 2 — high-voltage transformer, 3 —
system for pumping and injecting gases, 4 — an electrode, 5-a quartz tube, 6 — a mesh (outer
electrode), 7 — optical fiber, 8 — monochromator, 9 — CCD detector, 10 — personal computer, 11 —
shunt, 12 —voltage divider, 13 — digital oscilloscope.

The discharge gap was 2.9 mm. The outer electrode 6 was made of a grid (transmittance of radiation T
=50%) and had a length of 30 mm.

The barrier discharge was excited at a total pressure of the mixture 102 -200 kPa. A high-voltage
generator with an average power of up to 100 W made it possible to vary the amplitude and frequency
of a sinusoidal voltage applied to the electrodes to 7 kV and 130 kHz, respectively. The temporal
dependences of the voltage on the source electrodes and the discharge current were recorded by a HP
54820A Infinium dual-beam digital oscilloscope. The signals to the oscilloscope came from a
Tektronix P6015A 12 voltage divider and a shunt 11, respectively.

The discharge radiation was recorded in the direction perpendicular to the lateral surface of the quartz
tube and analyzed in the spectral range 400 - 750 nm. The radiation spectra were studied using a Jobin
Yvon TRIAX 550 spectrometer (1200 lines / mm grating, 0.02 mm slit, quartz optical fiber, Spectrum
ONE CCD detector cooled with liquid nitrogen). The spectral resolution of the recording system was
0.05 nm. The registration system was calibrated by relative intensity using a reference tungsten lamp.
The average discharge radiation power was measured with a LabMaster Ultima instrument using a
measuring head for the range 400 - 1100 nm. The total radiation power of the source was determined
taking into account the geometrical factor by isolating a small area of diameter D located at a distance
L from the emitter to the photodetector on the working surface of the discharge tube. When L> 10D,
this area can be considered as a point source of radiation. The calculation assumed a uniform spatial
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distribution of the radiation intensity in the total solid angle 4n. The geometrical factor was calculated
as ki = 4m / Q,, where Q, = nr? / L2 is the solid angle of the photodetector, r is the radius of the
photoreceiver aperture, r = 3 mm. A ZhS-18 light filter with a transmittance of k. = 0.97 in the range
AL = 550-650 nm was installed between the diaphragm and photoreceiver. Thus, the radiation power
per unit area was determined from the expression W = Wy ki/kz, where Wy is the power measured by
the device.

Working mixtures were prepared directly in the radiator. Salt Znl in the amount of 100 mg is pre-
poured into the discharge cuvette. After salt was loaded, it was dehydrated by heating the radiator at a
temperature of 70-100° C and pumping out for 2 hours. The partial pressure of Znl, vapor was
determined from the temperature of the cooler point of the radiator based on the interpolation of
reference data from [7] and in our conditions was 0.03 - 12 Pa. The partial pressure of neon and xenon
gases was measured with an accuracy of 10 Pa.

The measurement error of the discharge current and voltage on the electrodes was 10%, and the
absolute value of the total radiation power of the source - 25%.

3. Results and their discussion

Immediately after the initiation of the atmospheric pressure barrier discharge in mixtures of zinc
diiodide vapor with inert gases, the DBD filament regime was observed, typical for frequencies ~ 100
kHz - a set of cone-shaped microdischarges with a top on a metal electrode and a base on the inner
surface of a quartz tube. The color of the discharge in the initial stage of the first 30 s was red. The
next 30-60 s discharge burned in blue-green. As the mixture self-heated, the discharge color turned
orange. At the same time, a more diffuse and uniform discharge pattern was observed, the brightness
contrast in the volume discharge and filaments was noticeably smoothed.

Typical oscillograms of current and voltage are shown in Fig. 2 and 3. In each

U, kv I, mA

5,0x10° 0,0 5.0x10° 1,0x10°
t.s

Fig. 2. Oscillograms of voltage and current pulses of a DBD in a mixture Znl, / Ne = 0.5 Pa / 200 kPa,
f =130 kHz.
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Fig. 3. Oscillograms of voltage and current pulses of a DBD in a mixture Znl, / Xe / Ne = 0.5 Pa/ 2
kPa /200 kP, f = 130 kHz.

half-period of the applied voltage on the oscillogram of the recorded current on the bias current curve,
a series of sharp picks of different amplitude and of approximately the same duration were observed.
Each pick of current is caused by a set of filamentary microdischarges — filaments that occur in the
discharge gap and are statistically distributed in time. The oscillogram of current pulses is asymmetric
— in the positive half-period, the first pick had a much larger amplitude than the others, and in the
negative half-period the amplitude of all the picks was approximately the same. Adding Xe to the Znl;
/ Ne mixture led to an increase in the amplitude of the first current pick in the negative half-period
(Fig. 3).

Typical survey radiation spectra of the DBD plasma on a binary mixture of zinc diiodide vapor with
neon and a ternary mixture of Znl, / Xe / Ne are shown in Fig. 4 and 5.
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Fig.4. The survey emission spectrum of the DBD on a mixture of Znl> / Ne = 0.5 Pa / 200
kPa.
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Fig.5. The survey emission spectrum of the DBD in mixtures: 1 - Znl, / Xe / Ne = 0.001 Pa / 30 kPa /
170 kPa; 2 - Znl2/ Xe / Ne = 0.5 Pa/ 30 kPa / 170 kPa.

In the spectra in the visible range, the spectral band with a maximum at A = 602 nm, which had a
weakly resolved vibrational structure and corresponded to the electronic vibrational transition B?Z*1
— X%3*1, of Znl molecule was significantly distinguished [8]. Znl (B—X) radiation appears with
A ~ 400 nm, and its main part is concentrated in the range of 590 - 608 nm. The shape of Znl(B—X)
spectral band has a steeper increase in intensity from the long-wavelength region and a slow decline in
the short-wavelength region. At atmospheric pressure of the mixture, due to the completion of the
vibrational relaxation, transitions occur mainly from the lower vibrational levels of the excited
electronic state [9].

The FWHM for Znl(B—X) was 15-16 nm, which is consistent with the results of work [1], where
optical pumping of the Znl, / Ar mixture by ArF laser radiation was used. The spectra also contained
atomic zinc lines - a triplet 5s — 4p (468.0, 472.2 and 481.0 nm), a 4d — 4p line (636.2 nm) [10] and
spectral bands of molecular iodine, the most intense of which was the spectral band I,(D’—A’) with a
maximum at A = 342 nm [8]. The intensity of the atomic lines and the brightness of the molecular
bands strongly depended on the temperature of the working mixture. The intensity of zinc lines
increased with increasing temperature, while the brightness of the bands of molecular iodine fell (Fig.
3). Under the brightness of the molecular band was understood the area under the curve in the
spectrum. In the spectral region of 315-425 nm, bands of molecular nitrogen were also observed,
corresponding to the transition of the second positive N» system. They manifested themselves in the
spectrum due to the discharge (parasitic) burning in the air between the outer surface of the quartz tube
and the mesh. At a temperature of <100-120 ° C, spectral bands were observed in the studied mixtures
in the range of 420— 480 nm, which were identified with the emission of I1,(B—X) molecules (Fig. 3).
In the DBD emission spectra of Znl, / Ne (Fig. 2), the intensity of atomic neon lines noticeably
decreased as the working medium warmed up and was due to a decrease in the electron temperature in
the discharge with an increase in the concentration of easily ionized particles, namely zinc diiodide
molecules and zinc atoms [11].

In the emission spectrum of the ternary mixture Znl, / Xe / Ne, in addition to the radiation Znl(B—X),
Xe* and Ne*, at a mixture temperature of up to ~ 150 ° C, spectral emission bands of the exciplex
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molecules Xel(B—X) and Xel(B—A) with maxima at 253 and 325 nm were observed (Fig. 5). In this
case, the radiation of exciplex Xel (C—A) molecules was clearly not manifested. A regularity was
observed with the addition of xenon in the spectrum, the number of neon lines sharply decreased, the
absence of Ne* lines in the region of 600—750 nm, which is explained by the Penning ionization of Xe
atoms by excited neon atoms [11].

With an increase in the partial pressure of neon in the Znly/Ne mixture within 102-200 kPa, the

emission brightness of the exciplex Znl(B—X) molecules increased by about three times without
signs of saturation (Fig. 6).
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Fig. 6. The dependence of the emission brightness of the Znl (B-X) spectral band on the value of the
neon partial pressure in the Znl, / Ne mixture.

When adding xenon (Fig. 7), a maximum is observed in the dependence of the emission brightness of
the Znl (B-X) band on the xenon partial pressure in the region of p (Xe) = 8-10 kPa. In these
experiments, the total pressure of Znl, / Xe / Ne mixtures was 200 kPa and the same energy input to
the discharge was provided.
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Fig.7. The dependence of the emission brightness of the Znl (B-X) band on the xenon partial pressure.
The partial pressure of Znl; neon is 200 kPa, f = 130 kHz.

Measurement of the average radiation power of the radiator was carried out at a total pressure of 200,5
kPa (Fig. 8). After switching on the discharge, with an increase in temperature, the average power
firstly grew within 18 minutes, after which a slight decrease in it over 8 minutes. Then the emitter
entered the mode for 10 minutes and stabilization of power was observed. The maximum value of the
average radiation power per unit volume in the visible range was 54.4 mW/cm? (Fig. 8), the efficiency
relative to the power input in the discharge was ~ 12.8%.
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Fig. 8. The dependence of the radiation power of the gas-discharge plasma of the barrier discharge on
the Znl, / Xe / Ne mixture = 0.5 Pa / 10kPa/ 190 kPa on the discharge burning time in the range A\ =
550-650 nm.

The emission of spectral bands and plasma lines of a DBD on a mixture of zinc dioiodide vapors with
neon and xenon is probably observed as a result of the following reactions [12,13]:

Znlote— Znly(313h) —» Znl(B°E) ) + l+e, 1)

Znlpte— Znl(315)—> Znl(B*Y] ) + o, )

Znly+e— Znly (D) — Znl (C Alyp, DA13p) +1 +e (3)

Znly + Xe* — Znl* + Xe — Znl(C Iy, DA3p) + 1+ Xe  (4)

Znl (C My, DATzn) + M — Znl( B*E, ) + M+ AE 12, (5)

Znly+e— Znl (312*) — Znl( X ?Z],,) +l +e, (6)

Znl(B’Z;,,) > Znl(X22f,) +hv, ©)

Amax. = 602 nm,

Znl(B’Z],,) + M- ZnI( X %%, ) +M +AEs, 8)

Znly+ e—2Zn* + 21 (I*, I, 1) +e 9)

1,(D*) = 1o A%, (10)

Amax. =342 nm

12(B)— 12(X) (11)

A =420 —-480 nm

Zn* —>Zn + hv (12)

A=468.0, A=472.2 nm, A=481.0 nm, A=636.2 nm,

I* > 1+hv, (13)

A =589,4 nm

Ne +e ->Ne* + e, (14)

Ne* — Ne +hv, (15)

A=587,2 nm,

Ne* +M— Ne +M+AE, , (16)

Xe+e—->Xe*+e, (17)

Xe* »>Xe +e, (18)
A=823 nm,

Xe* +M— Xe +M+AEs, (19)

Ne"+Xe — Ne+Xe'+e, (20)
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where M is the concentration of quenching molecules and atoms (Znlz, Ne,), respectively, AE;; - is the
energy difference in the reactions (5), AEs, AE4, AEs - the energy difference in the reactions (8), (16)
and (19).

In addition, the formation of Znl (B) molecules can also occur in electron-ion and ion-ion
recombination reactions. But the contribution of such processes is insignificant due to lower
concentrations of the initial components [12].

Reactions (1) and (2) are known as the main sources of exciplex molecules of zinc monoiodide (Znl*),
which rate constants are not currently known. It can be assumed that they are within the range of 10%°
m?/s and 101" m¥/s, respectively, since the specific radiation power in the spectral band of the exciplex
Znl* molecule (Fig. 5) is close to the specific radiation power in the spectral bands of the exciplex
molecules mercury monoiodide and mercury monobromide [14]. In addition, zinc monoiodide
molecules can be formed in reactions (3) due to the excitation of zinc diiodide molecules to state D in
collisions with electrons (D is a state that is the sum of several states that are between 7 and 13 eV
(ionization threshold Znly)) [2, 12].

Emission from the D - state of Znl, is not observed, since this state quickly predissociates with the
formation of electronically excited Znl* molecules in C and D - states [12]. The excitation of Znl*
molecules in the C and D states is also possible when xenon atoms collide in the metastable 3P, state
with Znl, molecules (reaction (4) [2]. These states are quenched in reaction (5) leading to a high

population B, - state of zinc monoiodide [12]. The reaction of the collision of zinc diiodide

molecules with electrons (6) is a channel for the formation of zinc moniodide molecules in the ground
state, the rate constant of which, according to our estimate, is ~ 10> m®./ s. Eletron-vibrational

transition BzEf/z — (X?%;,,) lead to emissions of spectral bands with a maximum intensity at a

wavelength of Amax. = 602 nm (reaction (7)) [8]. The emission of spectral bands with a maximum
intensity at a wavelength of Amax. = 342 nm is caused by the D’ — A’ vibrational transition of iodine
molecules (reaction 10), and the emission of spectral bands at A = 420 - 480 nm is caused by the
electron-vibrational transition B — X of iodine molecules (reaction 11) [8]. Excited iodine molecules
are formed in reaction (9). Excited zinc atoms are formed due to the passage of reactions (9) due to the
large effective cross section for the dissociative excitation of zinc diiodide molecules by electrons ~
[13]. Reaction (14) is responsible for the excitation of atoms of the neon buffer gas. An important role
in the emission of spectral bands and lines belongs to the processes of quenching states, from which
emission occurs, both by zinc diiodide molecules (reaction 8) and by atoms of the neon buffer gas
(reaction 16) due to which the radiation intensity decreases, the rate constants have a value of 1.7 - 10°
m3/s and ~ 1.5 10°** m¥/s [2].

The difference in oscillograms of current for zinc dioiodide vapor with neon and xenon mixtures (Fig.
2 and Fig. 3) is due to the fact that the discharge occurs in the “cylinder-wire” system, only one
electrode is covered with a dielectric, and in one case charge transfer occurs first through the dielectric
barrier, and then through the plasma, and in the other way around, first through the plasma and then
through the dielectric. The effect of xenon on the oscillogram of the current (Fig. 3) is associated with
the change in plasma parameters and is due to the greater role of the stepwise ionization processes in
the generation of electrons at the initial stage of discharge in this mixture [11]. In addition, Penning
ionization of Xe effectively proceeds with Ne (reaction (19)).

The nature of the dependence of the emission brightness of the Znl spectral band (B-X) on the value of
the neon partial pressure in the Znl, / Ne mixture (Fig. 6) can be caused by an increase in the
temperature of the working mixture and, in turn, by an increase in the partial vapor pressure of Znl,
[11]. An increase in the intensity of radiation in mixtures with xenon (Fig. 7) can be the transfer of
energy from xenon atoms in the metastable °P, state to Znl, molecules (reaction 4) and the quenching
of the C 2I1y,, D13, states of the Znl molecule [2,12].

The reduction of radiation power (Fig. 8) is due to a decrease in the intensity of the emission of neon,
xenon and spectral bands of molecular iodine (Fig. 3) due to absorption of their emission by zinc
diiodide in the region in the range AL = 550-650 nm, which passes the ZhS-18 light filter used by us
when measuring radiation power.

4. Conclusion

163



Thus, as a result of complex studies of the optical characteristics of a gas-discharge plasma of the
atmospheric-pressure DBD on mixtures of zinc diiodide vapor with neon, intense emission from the
spectral band with a maximum at A = 602 nm of exciplex zinc monoiodide molecules was detected,
most of which is concentrated in the wavelength range 590-608 nm. In addition, the spectral bands of
molecular iodine were detected, the most intense of which was the 1:(D’—A’) band with a maximum
at A = 342 nm and the spectral bands of the electron-vibrational transition B — X in the wavelength
range 420 - 480 nm, and the zinc lines represent the 5s — 4p triplet (468.0, 472.2, and 481.0 nm) and
the 4d — 4p line (636.2 nm). In the emission spectrum of the ternary mixture Znl, / Xe / Ne, in
addition to the radiation Znl (B—X), Xe* and Ne*, at the mixture temperature up to ~ 160° C, the
emission bands of the exciplex molecules Xel (B—X) and Xel (B—A ) with maxima at 253 and 325
nm were observed, 80% of the radiation power of the source falls on the spectral band B—X of zinc
iodide molecule (Amax. = 602 nm) with a width of 15-16 nm.

The average radiation power from a unit of volume reached a value of 54.4 mW / cm? in the
wavelength range A = 550-650 nm, the efficiency relative to the power applied to the discharge was ~
13%.

A radiator based on a gas discharge plasma of atmospheric pressure with high-frequency pumping of a
working mixture of zinc diiodide vapor with neon and xenon can be the basis for creating a self-
heating excilamp that emits in the orange spectral range. The scaling of the working area of the barrier
discharge will make it possible to use the radiator in biotechnology, medicine, etc.

5. References

1 McCown A W and Eden J G 1981 Appl. Phys. Lett. 39(5) 371.
2 McCown A W, Ediger M N and Eden J G 1982 Optics Communications 40(3) 190.
3. Konoplev A N, Kelman V A, Shevera V S 1983 Journal of Applied Spectroscopy 34 315.
4.  Guivan N N, Malinin A N 2005 Optics and Spectroscopy 99(5) 703.
5. Guivan N N, Malinin A N 2006 High Temperature 44(3) 356.

6. Malinina A A, Malinin A N, Shuaibov O K 2018 Problems of Atomic Science and Technology
6 (to be published).

7. Efimov A E, Belorukova L P, Vasilkova | V, Chechev VP 1983 Properties of inorganic
compounds. Reference book ( L .: Chemistry) 392.

8. Pearse R W, Gaydon A G 1963 The identification of molecular spectra. Third edition. (L.:
Chopman Holl LTD) 347.

9. Datsyuk V V, Izmailov | A and Kochelap V' A 1998,Physics Uspekhi 41 379.

10. Zaydel A N, Prokofiev V K, Raysky S M, Slavny VA. and Shreider E Ya 1977 Tables of
spectral lines (M.: Nauka) 800.

11. Raizer Yu P. 1991 Gas Discharge Physics (Nauka: Moscow) 449.

12.  McDaniel E W and Nighan W L 1982 Gas Lasers (New York: Academic Press) 486.

13.  Smirnov Yu M 2002 High Energy Chemistry 36(1) 1.

14. Malinina A A, Malinin A N 2016 American Journal of Optics and Photonics 4 14.

164



NEW AND VERSATILE MINATURE MICROWAVE PLASMA
SOURCE

Ilija Stefanovi¢!*, Nikita Bibinov?, Horia- Eugen Porteanu?, Michael Klute?,
Ralf-Peter Brinkmann? and Peter Awakovicz?

! Ruhr-University Bochum, Faculty of Electrical Engineering and Information Technology, Institute
for Electrical Engineering and Plasma Technology, Bochum, Germany
2 Microwave Department, Ferdinand-Braun-Institute, Leibniz-Institute for High- Frequency Technic,
Berlin, Germany
¥ Ruhr-University Bochum, Faculty of Electrical Engineering and Information Technology, Institute
for Theoretical Electrical Engineering, Germany
4 Serbian Academy of Sciences and Arts, Institute of Technical Sciences, Belgrade, Serbia

E-mail: ilija.stefanovic@rub.de

Miniature Microwave Inductively Coupled Plasma (MMWICP) source is characterized by means
of Optical Emission Spectroscopy (OES) in nitrogen gas flow, which gives the information on
basic plasma properties. Depending on the incident power the discharge runs in E-mode or in more
efficient H-mode. The high resolution radial images of the source reveal different morphologies of
different discharge modes. The measurements show an unexpected limitation in dissipated power,
accompanied by spontaneous transition from H- to E-mode. The efficiency of the source is high:
about 67% of incident power (Po) is deposited in the discharge, which is estimated from OES.

1. Experimental set-up

MMWICP source consist of a quartz tube with the outer diameter of 7 mm and 1 mm thick walls (see
figure 1). Through the quartz tube a continuous flow of 150 sccm (standard cubic centimetre per
minute) of N is running. While the source operates in the wide range from few tenths of Pa to
atmospheric pressure, during the reported experiment the gas pressure is kept at 1000 Pa. The
microwave power is coupled through a copper resonator, which combine an inductive loop and a gap
capacitor unified in a single copper block. The resonator is tuned to the resonance frequency of 2.6
GHz. The MW power is provided by a signal generator with the maximum delivered power of 250 W.
The generator is equipped with an integrated directional coupler and two power meters, measuring the
forwarded and reflected powers. The further details are provided in [1].
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Fig. 1. Schematic of the experimental set-up for characterization of MMW plasma source. Top: optical
arrangement; bottom: copper resonator cross section perpendicular to the optical axis. (a) copper
resonator, (b) quartz tube, (c) interference filter (d) plasma and (e) gap capacitor.

The OES is conducted by collecting light emission perpendicular to the discharge cross-
section. A calibrated Echelle spectrometer measures absolute intensity of two nitrogen
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emission lines: N2(C,0-0) and N2*(B,0-0). The population/depopulation of N2 (C) and N2*(B)
states is well described and previously used to determine the plasma conditions in different
sources [2, 3]. In the combination with a simple collision- radiative model, the outcome of
OES is line integrated plasma density ne, electron velocity distribution function (EVDF) and
normalized electrical field strength E/N. The analysis of the vibrational spectra gives
rotational temperatures of N2 and N2*, respectively. Since the electronic impact excitation of
diatomic molecules is limited by the selection rule AJ = 0, £1, the rotational distribution in the
excited molecular state is approximately equal to the rotational distribution in the ground state
of the molecule. This allows to determine a gas temperature T4 in the plasma by using the
rotational distribution in the emission spectrum of the N2(C-B,0-0) vibrational band.
Simultaneously to OES, a calibrated Intensified Charge-Coupled Device (ICCD) camera is
recording the radial distribution of plasma emission. Two narrow band-pass interference
filters can be used to separate two different emission lines: N2(C,0-0) and N.*(B,0-0). By
using the same analysis as by space averaged OES, the radially resolved line integrated ne and
E/N are determined.

2. Results
The MMWICP characteristics depend strongly on the absorbed power Pa. For the sake of
comparison two different absorbed powers are chosen, corresponding to the different
discharge modes: hybrid mode (E/H) at P = 12 W and H-mode at P. = 80 W. The OES
reveals different plasma densities and gas temperatures of both modes. The H-mode has ne =
3.5x10% m= and T4 = 1600 K, which is expected by high efficient inductive coupling. At low
powers the discharge still reaches relatively high plasma density of ne = 6.8x10® m™=,

Fig. 2. Radial images of the MW plasma: (a) hybrid E/H mode, absorbed power Pa,s = 12 W and (b) H
- mode, Pas = 78 W. Two horizontal bars on (a) indicate the approximate position of the 0.5 mm gap
capacitor, situated closely to the outer quartz tube wall, e.g. 1 mm away from the plasma to the left.
Light reflection by the tube wall is suppressed. (Reproduced from [1]).

Fig. 2 presents two high-resolution images of a discharge cross-section at two different
absorbed powers: (a) 12 W and (b) 78 W. These conditions corroborate with two different
discharge modes. At low powers the discharge is concentrated in the vicinity of the gap
capacitor, indicating strong capacitive coupling, which is characteristic for the E-mode.
Nevertheless, the high plasma density and the discharge morphology suggests the existence of
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hybrid E/H mode rather than pure E-mode. The gas temperature in this hybrid more is about
650 K. The H-mode morphology reassembles a “donut” shape. The discharge emission peaks
at the vicinity of the tube wall and have a ring form according to the circular pattern of the
current flow by inductive power coupling.

The narrow band interference filters in front of the camera objective isolate the spatially
resolved absolute light intensities either of N2(C,0-0) or N2*(B,0-0) over the discharge cross-
section. By using the same analysis as by OES the spatially resolved ne and E/N are recorded.
The dissipated power Pgiss density in the plasma can be estimated by

P, E
2% —nev,| — N. 1
V e d(Nj ()

V is the plasma volume, e — the elementary charge, vq — the electron drift velocity and N the
gas density. The integration over the plasma volume gives a value of dissipated power in the
H — mode about Pgiss = 52 W. The comparison with Pa by electrical measurements, which
include the power absorbed in connectors, cables, copper resonator and plasma, gives relative
good agreement.

One of the intriguing characteristics of the MMWICP source is the limitation in the absorbed
power. We have to note that, by increasing the incident power for given pressure and reactor
radius there is a limitation at 158 W. By further increase, the plasma cannot support the H-
mode and switch to the E-mode or the hybrid mode. The reson for this behavior is still not
clearly understood and needs further experimental and theoretical studies. Nevertheless, some
preliminary results on the spontaneous transition form H- to E-mode for the pressure of p =
470 Pa in nitrogen are shown on Fig. 3.
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Fig. 3. Absorbed MW power P, vs. incident power Po. Different points indicate two cycles of power
variation. Different discharge modi are indicated: H-mode, E-mode and hybrid (E/H) mode. For the
given pressure of 470 Pa the maximum absorped power is P, = 148 W. The MW frequency is f = 2.465
GHz and is kept constant during the measurements. The stright lines are arbitrary and are used to
indicate different slopes of power change in hybrid- and H- mode.

The discharge is ignited in hybrid (E/H) mode at incident power Po = 40 W. By increasing
the incident power, the absorbed power follows and from Pg > 80 W the discharge is running
in H- mode. By reaching some critical value (about P, = 148 W for 470 Pa and P, = 158 W
for 1000 Pa) the discharge switch to E- mode spontaneously (indicated as a “Mode jump” at
Fig. 3). By decreasing Pg the discharge runs through the lower brunch of the hysteresis. Only
at low incident powers it is than possible to run the discharge through upper hysteresis’s
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brunch again. Two consecutive cycles of measurements (solid and opened symbols in figure
3) show high degree of reproducibility.

The novel MMWICP source operated in nitrogen flow at 1000 Pa is characterized by optical
emission spectroscopy and optical imaging. The absolute intensities of the second positive
and the first negative emission systems of molecular nitrogen are measured. The careful
analysis of the rotational distributions of N2(C-B,0-0) and of N>"(B-X,0-0) vibrational bands
helps to rule out the stepwise excitation as the dominate excitation mechanism for the N>*(B-
X) state. The absolute intensity measurements detect the high electron density (3.5%10%° m)
and high gas temperature (1600 K). Optical imaging reveals different emission patterns for H
— mode and hybrid — mode. Additionally, the spatially resolved optical emission is used to
obtain the distributions of electron density and electric field over the discharge cross-section.
The relatve high discharge efficiency is measured: about 67% of the incident power is
consumed in the H-mode. Some limitations in the maximum of the absorbed power is
detected and deserve further analysis. The preliminary mesurements on atmospheric pressure
discharge in argon indicates that the MMWICP source can be widely used for industrial and
other applications such as plasma medicine and biotechnologies.
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It was shown that direct current glow discharge treatment of fluorocarbon polymer films leads to
their significant hydrophilization and formation of electret state. The relationship of electret charge
and hydrophilicity of fluorocarbon polymers was studied. Hydrophobic recovery up to the initial
value of contact angle was observed after thermal depolarization of plasma-treated polymer films.
The process of hydrophobic recovery with time in ambient conditions of polymer films treated by
direct current glow discharge was considered as a consequence of relaxation of electret charge,
acquired by plasma-treated polymer films.

1. Introduction

Modification of polymers by low-temperature plasma is as a very effective method for
enhancement of the films wettability and adhesive strength [1,2]. The changes in plasma-modified
polymers take place within a surface layer with thickness 50 nm [3]. We have shown earlier that the
direct current glow discharge treatment of fluorine-containing polymers leads to the significant
hydropilization and improvement of adhesion properties and also to appearance of stable surface
charges [4,5]. Recently we showed the existence of correlation of wetting, adhesion and electret
properties of PTFE films, modified by direct current glow discharge [6].

Stability of properties of plasma-modified polymer films is very important question for their
practical usage. One of the most significant problems is the stability of wetting. Hydrophobic polymer
surfaces after plasma treatment become hydrophilic, and this hydrophilicity is lost with time. This
process is called “hydrophobic recovery”, and the nature of this process is not yet well established.

We report in this work on the investigations of the hydrophilization and electric charging of plasma-
modified polymer films, and treat hydrophobic recovery as the result of relaxation of surface charges
on polymer surface.

Important question is the evolution of surface morphology and distribution of surface charges of
polymer film after plasma treatment. Kelvin probe force microscopy [7,8] gives the possibility
measure the distribution of surface potential and surface charges. AFM and Kelvin probe force
microscopy was used in this work for surface characterization of glow-discharge treated polymer
films.

2. Experimental
The procedure for film modification by DC discharge is detailed in [9]. Two symmetrical

parallel plate aluminum electrodes of 13,5 cm in diameter with 4 cm distance between electrodes —
cathode and anode, were used. Samples of the polytetrafluoroethylene (PTFE) and poly(ethene-co-
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tetrafluoroethene) (ETFE) films of 40 um thickness (“Plastpolymer”, St. Petersburg, Russia) were
used in the study. Polymer samples were placed on the bottom electrode of the two electrode system.
Working plasma gas was air, pressure of 10 Pa and a discharge current of 50 mA, treatment time 40 s.
Surface properties were characterized by values of the contact angle measured with an Easy Drop
DSA100 instrument (KRUSS, Germany) using deionized water as a test liquid. The electret potential
was measured by the compensation technique using a dynamic capacitor.

VIBRATING
ELECTRODE

POLYMER SAMPLE

Fig.1 Schematics of experimental setup for the effective surface charge measurements by the dynamic
capacitor method: E — electric field, induced by surface charges, U — compensating constant electric
field, produced by power supply (Uk), R- resistor for measurement of voltage drop (V).

Alternating current nanovoltmeter operates as “zero-indicator”. The method of dynamic capacitor is
based on the effect of electrostatic induction arising in the electric contour with vibrating electrode of
electric capacitor. From the measured value of electret potential (U), the effective density of the
surface charge (o) was calculated by the equation ¢ = geeU/L. In this equation, & is the electric
constant and L is the thickness of the polymer film. Dielectric permittivity of the samples was taken to
be € = 2. The experimental setup and the procedure of measurement are detailed in [10]. The spectra
of thermostimulated depolarization (TSD) of PTFE films were obtained on a TSCII device (Setaram,
France) in helium atmosphere with heating rate of 9 K/min. The currents were measured by a Keithley
electrometer 6517E. Surface topography of plasma-treated polymer films was studied using a
NTEGRA Prima (NT-MDT Spectrum Instruments, Russia) atomic force microscope (AFM).
Measurements were carried out in the semicontact (tapping) mode to obtain a three-dimensional
image. The spatial distribution of potential was investigated with the method of Kelvin probe force
microscopy. All experiments on the preparation and precision study of the samples surface were
carried out under controlled conditions of the TRACKPORE ROOM-05 measuring complex.

3. Results and Discussion

Wettability and electret properties of polymer films were measured simultaneously. The experimental
data on changes in contact angle of water (8) and effective surface charge density () for the PTFE
films are shown on Fig.1, and for ETFE film are shown on Fig.2 It can be seen that the plasma
treatment of PTFE films at the anode is more effective for wettability enhancement, than at the
cathode. For ETFE films cathode-treatment is more effective, than anode treatment. Heating of
polymer films to the temperature of full relaxation of electret charges, determined from
thermostimulated depolarization currents measurements, leads to complete loss of hydrophilicity of
plasma-treated films and hydrophobic recovery. Contact angles of plasma treated and heated films
return to the value of contact angles, relevant to pristine samples. After modifying PTFE film at the
anode, the effective density of negative charge increases to —36 uC/m?, whereas the film treated at the
cathode acquires a positive surface potential, equal to 140 pC/m?. Pristine PTFE film had a small
negative surface potential and the effective charge density 6 = —15 uC/m?.
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Thermostimulated depolarization (TSD) currents of glow-discharge treated PTFE films are shown on
Fig.3.
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Fig. 1. Wettability and charging induced by DC discharge treatment of PTFE films:  (a) values of
contact angle of water 0, (b) effective surface charge density ¢, for (1) the pristine film, (2) the film
modified by plasma at the anode (A) and the cathode (C), (3) the plasma-modified film immersed in
distilled water for 1 minute and dried, and (4) the plasma-modified film treated at 300°C for 20 min.
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Fig. 2. Wettability and charging induced by DC discharge treatment of ETFE films:  (a) values of
contact angle of water 0, (b) effective surface charge density ¢, for (1) the pristine film, (2) the film
modified by plasma at the anode (A) and the cathode (C), (3) the plasma-modified film immersed in
distilled water for 1 minute and dried, and (4) the plasma-modified film treated at 250°C for 20 min.

It is known that the experimentally determined value of the effective surface charge density is an
integral characteristic of the electret state and is the sum of homo- and heterocharges. For both TSD
curves maximums of currents with different polarity are observed. Major high-temperature peaks on
the curves obviously belong to relaxation of homocharges, which are injected into the polymer surface
during DC discharge treatment. Low-temperature minor peaks may be attributed to heterocharge,
connected with orientation of polar groups during plasma treatment of polymer film. These polar
groups are formed during oxidation reactions and oriented in electric field in the surface layer during
polymer plasma modification. So, the nature of the DC discharge-induced electret state in the polymer
film may be associated not only with the charges, but also with oriented dipoles on the surface.

Direct current glow discharge treatment leads to dramatic changes in polymer film morphology.
Surface topography and Kelvin probe potential relief of PTFE films, treated at the cathode is shown on
Fig.4, treated at the anode is shown on Fig.5.
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Fig. 3. Temperature dependence of depolarization currents glow-discharge treated PTFE films (a)
at the anode (b) at the cathode
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Fig.4. AFM images of plasma-treated PTFE films: (a) modified at the cathode and (b) at the
anode.
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Fig. 5. AFM image of cathode-treated PTFE films: (a) surface topography (b) Kelvin mode.

As can be seen from Fig.4, the characteristic dimensions of the morphological features of the PTFE
film treated at the anode and cathode differ significantly. For the film processed at the anode is
characteristic a relatively flat relief with pronounced nanosized cracks forming many-sided, relatively
flat fragments with a characteristic size of 15-20 nm. For the film treated at the cathode, the
characteristic elements of the relief are cylindrical elongated formations with a diameter of about 30
nm and a length of up to 100 nm, oriented coaxially. Correlation of electric potential contrast with
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topography is observed on Fig.4 and Fig.5 for PTFE films. This effect is especially pronounced for the
images shown on Fig.4.
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Fig.5. AFM image of anode-treated PTFE films: (a) surface topography (b) Kelvin mode

A serious problem in the study of the surface of dielectrics by the method of AFM is the effect of
surface charge on the mapping of the surface topography [11]. Since the electrostatic interaction is
more long-range compared to VVan der Waals forces, the study of the surface relief in semi-contact
mode does not reflect the surface relief, but the space charge distribution. This leads to the fact that the
image is blurred, small relief elements are not displayed at all. To correctly display the surface relief, it
IS necessary to get rid of the charge induced on it. This can be achieved, for example, by increasing the
relative humidity to 40-60%, depending on the sample under study. A clean climate controlled box is
best suited for this task [12].

It was shown that the experimental dependences of the magnitude of contact angles and the surface
charge density of PTFE films treated in glow discharge from the storage time in air correspond to the
theoretical model of wetting of charged polymer films, which is based on considering the interfacial
surface energy as a function of surface charge density [13].

Experimental results obtained in our work shows that hydrophilicity of plasma-treated polymers can
be controlled via regulation of surface charging.
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Radiofrequency plasma jet was used for plasma-chemical modification of plastics surfaces.
Chemical precursor passing through the active zone of the plasma was employed to improve the
treatment efficiency. The purpose of these modifications was to connect reactive groups to the
surface of the materials. Improved plastic wettability and increased adhesion of paints were
obtained. The effect of plasma-chemical modification of the surface with plasma in the presence of
the precursor was higher than that of plasma alone.

1. Introduction
Plastics have good mechanical properties, can be molded easily and are cheap. For these reasons, they
represent one of the most used materials. In order to increase the lifetime and in particular to improve
the aesthetic properties, the surface of the plastic products is painted. Plastics’ low surface energy and
inertness often lead to a low adhesion of the coatings. Therefore, the surface of plastics is often
pretreated chemically or by discharge plasma before the coating.

In the industrial practice the surface plasma-chemical modifications are most often carried out
by a corona discharge or ionization. The main advantages of these methods lay in their low acquisition
and operating costs and considerable robustness. Further experimental studies in this field are focused
on the use of an atmospheric pressure plasma jet (APPJ), and the dielectric barrier discharge
(DBD). [1] The discharges are typically operated in air, nitrogen or argon. Sometimes, when a
hydrophobic character of treated surface is desired, a suitable (mostly organosilicone) precursor is
added to the working gas [2]. The use of organic precursor additive to achieve the opposite effect (i.e.
wettability or adhesion improvement) is surprisingly rare [3].

In recent years, we have been working on the use of radio frequency plasma nozzles to
improve the adhesion of coatings and adhesives for plastics and some other materials. We studied the
effect of processing conditions, plastic, and the type of paint to pull-off test for adhesion according to
ISO 4624. It was found that one of the promising possibilities of further increasing the efficiency of
the plasma treatment is addition other chemicals to the working gas.

The construction of plasma nozzles [4] allows the addition of volatile precursors to the working
gas while maintaining a homogeneous discharge and long lifetime. Passage of the precursor through
the core of the plasma allows its decomposition into reactive fragments while blowing in the direction
of the substrate. This provides optimal conditions for the simultaneous action of plasma and reactive
ions and fragments or radicals.

2. Experimental

Tests were carried out on plastic car parts. For the experiments, parts made from acrylonitrile
butadiene styrene (ABS) copolymer were selected. ABS is the world's most popular thermoplastic. It
is health harmless and has good mechanical properties. The surface was first cleaned with detergent
and isopropyl alcohol. Subsequently, samples were processed by plasma. Samples were then sprayed
with 2K-PUR acrylic paint LV AKZ 421 RAL 2009 (Synpo, Czech Republic) designed for single-
layer coating of plastics. After 21 days of drying and aging, the pull-off test for adhesion according to
ISO 4624 was tested.

Plasma jet was powered by Cesar 136 (Advanced Energy) working on frequency 13.56 MHz.
The nozzle was connected to a generator through a matching LC network comprising a capacitor with
variable capacity and a coil with adjustable impedance. Electromechanical scheme of the matching
network is shown in Figure 1. Commercial matching networks most often use approximate impedance
settings via wiring to some coil thread. Fine tuning (often automatic) is done using capacitors with
adjustable capacity. This solution is easier to modify for electronically controlled operation, but phase
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matching with the continuously adjustable coil impedance allows us to adapt to a wider range of

operating parameters.
% m

o O

Fig. 1. Electrical scheme of the matching network. The capacity can be set in the range of 200—
1200 pF and the coil impedance 0-8 pH.

The slit nozzle design [5] consisted of PTFE frame that joined the individual nozzle functional parts
(Figure 2). The frame also includes a built-in working gas distributor and homogenizer. This ensures
laminar flow eliminating the parasitic processes in plasma. To the frame are inserted two parallel
corundum plates with dimensions of 11x13x1 mm. These form the nozzle walls and the dielectric
necessary for the discharge. Mutual plates distance was defined by 2 mm thick strips of borosilicate
glass. Leakage of gas from the nozzle between the corundum electrodes and the Teflon frame was
prevented by the rubber seal. The mounting of the plates to the frame was made by plastic fixing
screws. The powered and grounded silver electrode is formed directly on the wall of the dielectric
plate. The distance and geometry of the electrodes have been optimized for maximum field strength
and homogeneity. By finding a suitable shape of the electrodes, the otherwise preferred burning of the
discharge at the corners of the electrodes was limited.

el

TN

Fig. 2. Atmospheric pressure plasma jet. Due to the short exposure time, inhomogeneity and the
filamentary nature of the discharge can be observed.

The addition of the precursor to the discharge was accomplished by dividing the working gas (argon)
flow into two parts. The first part went through the flow regulator directly to the nozzle. The second,
usually significantly smaller, was led through the flow regulator into the container, where it bubbled
through the liquid precursor. Prior to entering the plasma nozzle, both branches were joined to pass
together through the jet homogenizer.
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Generator output was set to 180 W. The width of the nozzle slot, which simultaneously determined the
discharge width was 10 cm. Argon flow through the nozzle was 50 I/min and flow through the
precursor vessel was 2 I/min. The workpiece was moved beneath the nozzle at a speed of 60 mm/min
and the passage was repeated 6 times. Precursor tested for improving the adhesion was water.

3. Results
Surface treatment of ABS by plasma jet resulted in improved adhesion of the coating. When water
vapor was added to the working gas, the adhesion increased even more. Measured pull out force
values are summarized in Table 1. In addition, it was also possible to observe higher variability of
individual measurements. This was probably due to the inhomogeneity of the plasma resulting in
uneven surface treatment.

Tab. 1. Pull out force on samples of ABS and ABS with 5% polycarbonate.

Substrate Treatment Pull out force [MPa]
ABS Reference 21+0,3
ABS Plasma 3,4+04
ABS Plasma + H20 35+04
ABS+PC Reference 24+0,1
ABS+PC Plasma 26+05
ABS+PC Plasma + H20 29+04

Measured data shows a significant impact of the plastic composition on the effectiveness of plasma
treatment. The 5% addition of polycarbonate (PC) used to reduce the water absorption of ABS
markedly influenced the adhesion of the coating.

4. Conclusion

Plasma nozzles can be used to increase the adhesion of paint to plastics. By adding the precursor to the
working gas, the processing efficiency increases. Precursors can also be used to enrich plasma with
active substances acting on the surface of the material. The advantage of this arrangement is the
possibility of passing the precursor through the active plasma zone and its drift toward the processed
material, which ensures the interaction of the effects of the chemicals and the plasma. Another
advantage is the relatively low thermal load of the treated surface. This technology enables the
machining of complex shapes and structured surfaces. The slit width and hence the width of the
plasma can be scaled.
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Abstract

InnoPhysics has developed and commercializes the pPlasmaPrint technology, an atmospheric pressure
micro-plasma system which enables area-selective functionalization by means of a dot-wise patterning of
the plasma treatment/deposition with resolutions from millimeters down to 150 pm. In order to improve
the pPlasmaPrint resolution and to improve the processing and substrates flexibility, InnoPhysics has
developed new hardware and process options. Recent developments will be shown related to process
feedback through surface wettability mapping and the development of a stand-alone pPlasmaPrint head
with integrated electrode to enable the application of pPlasmaPrint on not only 2D, flat substrates, but also
more complex, 3D workpieces. On the process side, developments will be presented to enable non-fouling
hydrophilic coatings in plastic biomedical devices by combining pPlasmaPrint with liquid coating
dispensing.

Introduction

Plasma treatment of surfaces is a well-known technique to modify properties of surfaces, for example to
decrease the hydrophobicity of plastics. It is common for surfaces to be treated integrally, however, this might
be unnecessary or even undesirable: in many cases one would like to treat surfaces locally and in a patterned
manner. One way of doing this would be to use a mask that shields certain parts of the surface from the plasma.
InnoPhysics’ way of doing this is more flexible and versatile: small individual plasmas are created only there
where desired (on demand) while the plasma print head scans across the surface.

Using the digital and on demand paradigms known from inkjet printing, surfaces can be plasma treated directly
from an electronic image (no mask), which allows for efficient process development and short, customized
production runs with a fast turnaround time and minimal consumable usage.

InnoPhysics has made its plasma printing technology available in the form of a Modkit, which is a kit
specifically designed such that it can be integrated into different motion platforms. Once installed, the
PlasmaPrint hardware can be exchanged back for the original hardware and vice versa. The control settings
for the PlasmaPrint process can be integrated into an existing graphical user interface, or it can be supplied
with its own user interface.

When integrated into an XYZ-motion platform, such as the Roth&Rau LP50 inkjet printer or the Roland
platform, PlasmaPrint processes can be developed efficiently, allowing for effective proof-of-principle and
prototype developments.

Experimental

The principle of pPlasma patterning [1] is shown in Figure 1. A print head consisting of two rows of twelve
needles is positioned above a substrate table. The needles on the print head act as ground electrodes, whilst the
substrate table is kept at high voltage to complete the electrical circuit. The substrate located on the substrate
table acts as the dielectric barrier. The needles in the print head can individually, move up and down
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mechanically. As the needle moves closer to the substrate table at a pre-set applied voltage and chosen gas
composition, the electrical breakdown is achieved and plasma ignites.

Needle in printhead

| MNeedle configuration (top view)
i} (electrode)

0000
000 O0Hv

Needle movement

00 00
) ' OO0

Plasma \

Substrate (dielectrical barrier)

“Substrate table (electrode

lasma discharge (multiple needles)

Fig. 1. Schematic drawing of puPlasma printer setup.

The pPlasma setup works at ambient pressure and temperature in an open system with direct contact to the
external environment. In normal operation mode, this means that the plasma will be generated in air at room
temperature (22-24°C) and with a relative humidity present at that moment in time. The pPlasma setup also
accommodates throughput of different gas (mixtures) like dry (compressed) air, nitrogen, argon or precursor
materials to influence the reactivity of the plasma gas or to be able to deposit layers on top of the substrate.
For this, gas is led through a mass flow controller, and in case of a mixture with a precursor material through
a wash bottle with bubbler. Approx. 200 ml/min of gas (mixture) is needed to create a small overpressure of
approx. 5 Pa in between the print head and substrate to expel (most) of the air during the pPlasma patterning.

For the construction of the Lab-on-a-chip capillaries, standard microscopic glass slides (76x26 mm?”) were
used. Because of the small contact angle of water on glass, i.e. less than 5 degrees, the glass slides were pre-
treated with dodecyl-thiclorosilane (Sigma Aldrich), in order to make the glass hydrophobic. First, the glass
was thoroughly cleaned by rinsing with deionised water, and n-propanol before being dried in air. Next, the
glass slides were placed in a solution of 0.001 M dodecyl-thiclorosilane in toluene at 3°C for 30 minutes under
anitrogen atmosphere to deposit a monolayer of dodecyl-thiclorosilane (DTS) on the glass slide. After coating,
the glass slides were sequentially rinsed with toluene, ethanol and deionized water and dried with nitrogen.
The hydrophobic nature of the glass slides was checked by measuring the water contact angle measurement
using a Dataphysics OCA-30 contact angle measurement device. Contact angles over 100° were measured for
the treated glass slides. The plasma from the pPlasma printer selectively removes the DTS, exposing the
original glass surface.

Fig. 2. Two examples of pPlasma printed structures.
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Even though multiple structures were printed, in Figure 2 two examples of printed structures are shown. The
structures were printed at 20 mm/s at 4.5 kV and 50 um print height between print head and glass substrate
with 90 dpi. A nitrogen flow of 200 ml/min at ambient pressure (99.999% Praxair) was used as plasma gas.
To create the hydrophilic capillaries, two glass slides were pPlasma patterned upon using, among others the
mirror image structures from Figure 2. After printing, the capillaries were formed by placing the glass slides
on top of each other. In between the glass slides, adhesive tape (3M Scotch tape, thickness 0.10 mm) is placed
to create a space between the slides. To test the functionality of the capillary design, water coloured with a dye
for better visual contrast was positioned at the opening of the design. Under capillary force the water enters
the reactor and fills the channel. The progress of the liquid flow through the capillary is filmed and analysed.

Results

Figure 3 shows the top and bottom glass slides for the two designs presented above. For clarity the hydrophilic
tracks are visualized with steam after pPlasma patterning. Water droplets form on the hydrophobic area of the
glass slides, while on the plasma printed reactor design the water droplets fully wet leaving a clear surface,
thus showing the printed design. On the design of Figure 3b, the hydrophobic obstructions are clearly visible.
This shows that narrow tracks with high difference in wettability are obtainable through pPlasma patterning.

Fig. 3. Top and bottom of the two designs from Figure 2. For clarity the hydrophilic tracks are visualized
with steam.

After pPlasma patterning the glass slides with the two designs were placed on top of each other, 0.1 mm thick
scotch tape was used as spacer between the slides to create a gap. Droplets of coloured water, for better visual
contrast, were placed at the entrance of the designs. Under capillary pressure, the water is transported through
the hydrophilic channel. The large difference in surface energy between the DTS-layer and the pPlasma treated
channel prevents the water to exit the channel. In Figure 4, the coloured water flowing through the printed
channels can be seen. In Figure 4b, Water with two differently coloured dyes was used to show the mixing
along the length of the design from Figure 2b. Due to the hydrophobic obstructions on the top and bottom of
the capillary, the flow of the water is slightly restricted and mixing along the length is enhanced.

Fig. 4. Droplets of coloured water entering the two closed designs from Figure 2 (a) line structure, (b) mixer
with dual inlet and hydrophobic obstructions.
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To investigate the quality of the capillary, the filling of the line design from Figure 4 was used to analyse the
velocity of the water within the capillary and compared to the Lucas -Washburn equation [2]:

)
R Sl
4.7

In the equation, x is the distance the water has entered the capillary (m), y the surface tension of water (72.8
mN/m), 1 the viscosity of water (1 mPa-s) and t the time (s). For the hydraulic diameter DH, the dimensions
of 3x0.10 mm? for the capillary are used, making Dy=0.192 mm and the constant a y.Dy/41n = 35 cm?2/s. Figure
4 shows the result of the video analysis (filmed at 25 fps). Each measurement represents a single frame. After
2.2 seconds the capillary is completely filled. Fitting the experimental results according to the esuqation results
in a constant of a=38 cm?*/s and an adjusted R-square of 0.9975. From the Lucas-Washburn equation, the
constant was calculated at a=35 cm?/s. As the uPlasma patterning setup in reality produces wider tracks than
defined by the bitmap, the hydraulic diameter in the Lucas-Washburn equation is underestimated. Taking this
into account, the experiments show good agreement with the previous equation.
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Fig. 5. Squared penetrated distance of liquid versus time for the meandering line.
(A) experimental data, linear fit equals: x2=38-t cm2 with R2=0.9975.

Conclusions

Overall, this shows that pPlasma patterning can be used to create hydrophilic tracks in between two
hydrophobic surfaces. To work as capillary, the plasma printed tracks do not have to be closed on all sides, as
the steep gradient in wetting between the printed track and surrounding area prevents leakage out of the printed
tracks.
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Practical implementation of dielectric barrier discharge (DBD) plasma activation of fine powders
requires a proper management of their transport through the active discharge zone. We present
results of a new method for the powder transport, which takes benefit from the natural tendency of
powders to concentrate outside the DBD’s microfilament plasma channel. We have extended the
number of DBD high voltage electrodes to 3 and 4 and started to sequentially energize only a chosen
electrode pair. Locally fired plasma caused powders to pile up outside the formed discharge zone.
Switching to another electrode pair shifted the place where powders pile up to a neighbouring area.
At optimized conditions, the repetitive shift of piling area was sufficient to initiate the directional
drift of treated powders.

1. Introduction
Our recent work on the activation of fine ceramic powders by atmospheric pressure DBD (dielectric
barrier discharge) revealed a significant potential for its further deployments in the field of advanced
ceramic engineering. The need of dispersant additives for preparing stable water-based ceramic
suspensions can be reduced or even completely removed [1]. Slip casted Al,O3; samples from DBD
activated powders exhibited finer pore size distribution and higher sinterability. Final microstructure of
sintered samples had the grain size reduced by a factor of 1.7 [2]. DBD activated powders had a
beneficial effect on the performance of electrophoretic deposition (EPD) of ceramic layers. It altered the
deposition rate, reversed the deposition polarity from cathodic to anodic, and reduced significantly the
deposit surface roughness [3, 4]. Depending on the type of DBD working gas, the dielectric impedance
characteristics of nanoparticle-based nanofluids could be affected and tuned [5].
All these promising findings gave rise to new set of practical problems associated with the controlled
transport of treated powders through the active plasma zone. We have learnt that effective plasma
treatment of sub-micron sized Al>O3 or ZrO, powders requires rather long (~30-60 sec) dwell time of
powders within the active plasma zone. This complicates considerably the use of strong air flow to carry
the treated powders through the zone. To make the things even more complicated, during the plasma
treatment, powder particles are electrically charged and attracted to the discharge electrode. The
particles become stucked to the surface of electrode. The formed powder layer has a detrimental effect
on the density and onset voltage of DBD plasma microchannels. Powder layer represents the path of
higher electrical resistivity for DBD microfilaments. These begin to form outside the area occupied by
the piles of adhered powder, and the necessary contact of plasma with to-be-treated powder is lost.
A distinctive phenomenon associated with the use of coplanar geometry of DBD is that powder piles
are formed preferentially in the area above the inter-electrode space. The effect is illustrated in Fig. 1.
We suppose that the ‘piling effect’ can be explained by the interplay of: (1) specific arching shape of
coplanar DBD plasma microchannels; (2) creation of stationary vertex by plasma microchannels induced
ionic wind from opposite directions; (3) ponderomotive force attracting the charged particles to the
highest gradient of electric field situated above the electrode edges; and (4) piezoelectric vibrations of
HV powered DBD electrode dielectrics. The relative importance of the listed factors has not been studied
in detail yet. But we expect that their relative importance corresponds well to the respective number of
the listing above.
Despite the lack of deeper understanding of the principal mechanism behind, the piling effect seems to
be a general phenomenon. It was observed on all types of tested inorganic and organic powder materials
e.g. AlbOs, TiO», ZrO;,, SiO;, Na;O13Tig Or paint pigments. Based on this, we have decided to use the
observed phenomenon to our benefit and use it to induce a lateral drift of piled powders along the surface
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Fig. 1. Schematic cross-section and actual view (Al.Os; powder) documenting the piling effect on the
surface of coplanar DBD.

of dielectric electrode. For this sake, we have extended the number of HV power electrodes and started
to sequentially energize only a given electrode pair. By doing so, plasma was incited only at a specific
place of discharge area, causing powders to pile up at the corresponding location. By switching to
another electrode pair, the place of powder piling should be moved. At optimized conditions, the
repetitive shift of piling area should be sufficient to introduce a native unidirectional drift of treated
powder material.

2. Experimental
Two distinct designs of coplanar multiple electrodes were tested. The first one (Fig. 2a) consisted of
three isolated electrodes arranged in the pattern of 1-2-3-1-2-3- etc. We termed this design as ‘3-phase
electrode’. The second system (Fig. 2b,c) had an additional grounded electrode (0 or GND) inserted
between each pair of the HV powered electrodes. This design allowed construction of faster and more
reliable HV power supply. The electrode pattern can be depicted as 1-0-2-0-3-0-1-0- etc. We termed
this design as ‘4-phase electrode’.
Discharge plasma between the neighbouring electrode pair is incited when (and only when) one of the
electrode is connected to HV side of power supply, and the neighbouring one is grounded. Hence, in
order to incite a traveling plasma wave in the 3-phase electrode of Fig. 2a, we had to sequentially ground
one of the electrodes U1, U2, U3, while keeping the remaining electrodes at HV (or vice versa).
Resulting sequence of areas covered by the discharge plasma (pink colour) is schematically shown in
Fig. 2a. The 4-phase electrode system allows two distinct powering regimes (patterns). Fig. 2b depicts
sequential grounding of only one from the trio of HV electrodes. Fig. 2¢ shows the situation when two
of HV electrodes tripled are grounded simultaneously.
The sequential grounding of 3-phase electrode design was realized by a rotating switch shown in Fig. 3.
Its main benefit lays in relatively simple and affordable construction. Its main drawback is relatively
low modulation frequency. The switch’s stator had three mechanical contacts with the same polar
distance from the rotation axis. These were connected to the discharge electrodes U1, Uy, Us. Along the
rotor circumference two electrically non-interconnected metallic pads were mounted. The first pad was
connected to the HV output of power supply (Lifetech, 20 kHz, 15 kVns), the second was grounded.
Actual position and size of metallic pads was chosen so that the rotation would cause periodical
grounding of respective stator contact, while interconnecting (shortcutting) the remaining two.

(©)

Uy

U,

Us

GND T; T T3 Ty Time

i i i i
Time T To T3 Ty

GND Time

Fig. 2. Schematic of tested electrode designs and electrode energizing pattern. The pink colour denotes
the space occupied by discharge plasma at respective time of .
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Fig. 4. Block diagram and and actual view of our in house built power supply (three HV
transformers not shown here).

An uncontrolled disconnection of rotating switch (i.e. while the electrical current still flows through
closed switch) would cause an arc breakdown and the HV power supply malfunction. Therefore, the
amplitude of HV voltage had to be always reduced before the rotating switch turned off. For this sake,
angular position of stator was monitored by the photodiode sensor, connected to the driving circuit of
power supply. Reduction of applied voltage was achieved by switching off the driving frequency.
Electrical measurements confirmed that the resulting dumped oscillation in the discharge system was
sufficiently fast to provide the required reduction of HV amplitude.

To achieve higher modulation frequency the rotating switch has to be replaced e.g. by faster HV
transistors switches (three of them). This option turned out to be price prohibitive. However the 4-phase
electrode design with inserted grounded electrode allowed us to construct a fully electronically driven
sequenced HV power supply, without any HV transistor switches (although three instead of single HV
transformers had to be used now - Fig. 4). The presence of GND electrode provided a necessary return
path for discharge current (outside the HV transformer secondary winding), so it did not cause any
backward induction in the power supply driving electronics.

3. Results

Figure 5 displays the discharge appearance for all Fig. 2 setups respectively. The topology of spiral
electrodes was used to prevent powering electrodes to cross-over each other. As can be seen the 3-phase
electrode offered the best coverage of surface by discharge plasma. Using the 4-phase electrode
energized according by Fig. 2c pattern resulted in least surface coverage by discharge plasma. Operation
of 4-phase electrode energized by Fig. 2b pattern showed two distinct intensities of generated plasma;
borderline plasma was more intense than the plasma in the centre.

The presence of transport effect was tested using coloured glass microbeads (ballotini) of 100-200 um
average diameter. The 3-phase electrode design provided an excellent lateral transport of uniformly
dispersed glass beads. Right after the start a narrow microbeads pile was formed at the outer edge plasma
formed region. Afterwards, upon switching to further electrode pair the pile changed rapidly its position
to the new freshly formed region. It was found experimentally, that two conditions had to be met in
order to observe strong particles drift. First, the density of dispersed particles has to be less than some
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Fig. 5. Actual appearance of multi electrode systems corresponding to Fig 2 respectively. The grey
auxiliary lines denote the position of grounded electrodes (at given time instant). Pink lines indicate
the position of powered electrodes.

critical value. If not, too massive pile is formed, which would prevent further discharge formation. The
transport effect was ceased. Second, the frequency of rotation switch has to be adjusted to some
resonance one. Experiments with different particles sizes revealed, that the light particles (such as fine
ceramic powders) require higher driving frequency. This is due to their higher acceleration obtained by
the given plasma impulse. To transport fine powders faster switching unit was therefore needed. This
led to the construction of 4-phase electrode and its HV power unit.

Performed experiments showed that the energizing pattern of Fig. 2c is better suited for unidirectional
transport of glass microbeads (Fig. 6). The configuration of Fig. 2b failed to render the unidirectional
drift of glass medium. Instead the power piles oscillated around the stable central position. Our analysis
led to the conclusion, that it is due to different intensity of plasma generated above the border and the
central electrodes sustain the plasma (Fig. 5b). Still, the oscillating behaviour of the powders can be
beneficial by introducing a native mixing of plasma treated particles. The construction of our devised
power supply allows an instantaneous mutual transition between both energizing regimes. It should be
noted however, that lower area of plasma generated by the 4-phase electrode system in Fig. 2c powering
pattern causes less intensive mass transport when compared to the 3-phase electrode. The 4-phase
system required almost two-times more time to fully clear the electrode surface covered by uniformly
dispersed glass beads than the 3-phase system.

4. Conclusion

Sequentially pulsed coplanar DBD is able to provide a considerable unidirectional drift to plasma treated
powders. Two important constrains were identified: (1) only a thin powder layer can be manipulated;
(2) driving frequency has to be matched to the mass of transported powders. The 3-phase electrode
system exhibited the strongest transport properties for the tested material. However, its up-scaling to
higher speeds is a challenging HV engineering task. Alternative 4-phase system simplifies the design
requirements on multiphase HV power supply, while offering still a reasonably strong powder transport.
In the tested electrode system sequential powering of only one at the time from the three energizing
electrodes resulted in intended unidirectional drift. Sequential powering of two energizing electrodes at
once renders oscillation movement of powder medium.

b

Fig. 6. Demonstration of lateral transport of 200 um glass beads. The 4-phase electrode with Fig 2c
energizing pattern.
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The need of control and tunability of the chemical composition and biomedical effects of plasma
activated water/media (PAW/PAM) is emerging for applications in biomedicine and agriculture.
We compare two non-thermal air plasma sources: streamer corona and transient spark, interacting
with water in open and closed reactors and enhance the plasma-liquid interaction by water elec-
trospray through these discharges. We demonstrate that the plasma gaseous products strongly de-
pend on the discharge regime, its deposited power and gas flow conditions. The gaseous products
then determine the chemical properties of the PAW and the dominant aqueous reactive oxygen and
nitrogen species (RONS). Transient spark produces higher concentrations of gaseous and aqueous
RONS and induces stronger antibacterial effects than streamer corona.

1. Introduction

Non-thermal plasmas generated by electrical discharges in atmospheric pressure air are sources of var-
ious reactive species. When generated in contact with water, they enable the transfer of reactive oxy-
gen and nitrogen species (RONS) formed in the gas-phase plasma into the water or aqueous solutions
and so generate the plasma activated water (PAW). PAW is typically a strong antibacterial agent and
besides multiple uses in medicine for disinfection it has the potential for food processing or agriculture
applications. [1-6]

We prepare PAW by a DC-driven streamer corona (SC) and transient spark (TS) discharges operated
in air with water electrospray. The production of active species (e.g. O3, NO, NO, and OH) in the gas
and consequently the PAW properties can be controlled by the discharge regime and gas-flow and lig-
uid-flow parameters. In low power air corona discharge, water electrospray increased O3 production,
which enhanced the biocidal effects. In the higher power TS, dominant gaseous products are NOy that
lead to significant NO2 and NOs in the PAW and practically no Os. The bactericidal action is then
mainly due to the synergy of H.O,, NO2 and acidic milieu (via ONOOH formation) and typically de-
cays in time within several hours post plasma activation, depending on temperature and pH [4.7]. The
controlled and selective generation of RONS using air plasmas with water will facilitate targeted ap-
plications of cold plasmas and PAW to various fields including disinfection and antimicrobial applica-
tions, food processing, agriculture, and even cancer therapies, where the roles of different key reactive
species on cancer cell biochemistry is particularly delicate [6,8].

2. Experiment

DC-driven streamer corona and transient spark discharges in positive polarity were generated in
point-to-plane configuration in ambient air at atmospheric pressure. Positive streamer corona and tran-
sient spark discharge regimes used here has been described in more details in [9-10]. Figure 1 shows a
schematic of the set-up used for water electrospray through SC or TS discharge.

We used a high voltage (HV) hollow needle anode opposite to the metallic (stainless steel) grounded
mesh cathode. The inter-electrode spacing between the needle and the mesh was kept at 10 mm. A
positive high voltage was applied from the power supply Technix SR20-R-1200 through the ballast
resistor R (20 MQ for SC or 10 MQ for TS). The discharge voltage was measured by the HV probe
Tektronix P6015A and the discharge current was measured as a voltage drop across 50 or 1.2 Q resis-
tors for SC and TS, respectively. The electrical parameters were processed and recorded during the
experiments by a 200 MHz oscilloscope Tektronix TDS 2024C. Typical current and voltage wave-
forms and other discharge characteristics of SC and TS discharge with water electrospray or water
cathode, were documented in detail in our previous publications [3,4,9,10]. Both TS and SC can be
operated in the same versatile setup with the same HV power supply, which represents an advantage
for practical applications. Both discharges were combined with water electrospray that enabled the
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water flow with various flow rates in the range 0.01-1 mL/min by the syringe pump New Era Pump
Systems NE-300 directly through the high-voltage needle electrode into the active discharge region,
where it was sprayed to micrometric droplets. The interaction of plasma with water droplets allows for
very efficient mass transfer of plasma-generated active species into water [3-4].

Besides operating in the open ambient air reactor, we operated the same plasma discharges in a closed
reactor (50 mL volume) with a defined low air flow rate (0.5 L/min). This air flow rate determines the
gas mixing and accumulation of species produced by the plasma.

Gaseous NO and NO; concentrations were measured online by electrochemical gas sensors Membra-
por NO2/S-1000 and NO/SF-1000 (resolution 5 ppm, 0-1000 ppm). Fourier transform infrared (FTIR)
absorption spectrophotometer Shimadzu IRAffinity-1S was used for the detection of gaseous nitrogen
oxides NO, NO; and N;O; nitric and nitrous acids HNOs;, HNO,, and ozone O3 with the resolution 1
cmt inside a 10 cm long gas cell. Ozone concentrations were measured by UV absorption using 253.8
nm mercury lamp and the compact fiber optic spectrometer OceanOptics SD2000, employing the
Lambert-Beer law with the absorption cross section 1.14 x1072' m? [11] in a 12.5 cm gas cell.

The detection of agueous RONS in the PAW is challenging due to the chemical instability of the de-
tected RONS and possible cross-reactivities of the used analytical methods. We tested and adapted
colorimetric methods for special PAW conditions, such as colorimetric detection of H,O, by TiOSO,
reagent, NO, and NOgs™ by Griess reagents, and O3 by indigo blue dye [12]. Here we focus on the de-
tection of RONS formation induced by air plasma gas-liquid chemistry in PAW, namely to H,0,, NOy»
and NOs', and dissolved Os produced in PAW by the two discharges.

syringe DC high voltage oscilloscope
pump power suply

water
flow rate
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Fig. 1. Schematic of the set-up used for water activation by electrospray through streamer corona or
transient spark discharges and gas diagnostics.

3. Results and discussion

Both discharges used in this study are driven by DC high voltage but are self-pulsing. Their typical
characteristics are:

Streamer corona (SC): the mean power 0.2-0.4 W, the pulse repetition frequency ~10 kHz, operated
with water electrospray (ES) flow rates 0.01-0.5 mL/min. The typical voltage and current pulse wave-
forms of SC-ES are depicted in Fig. 2a.
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Transient spark (TS): the mean power 1.5-2.3 W, the typical pulse repetition frequency ~1 kHz, the
typical pulse duration ~25 ns. TS was operated with water electrospray flow rates 0.5-1 mL/min. The
typical voltage and current pulse waveforms of TS-ES are depicted in Fig. 2b.
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Fig. 2. The typical voltage and current pulse waveforms of SC (a) and TS (b) with water electrospray.

In air SC, both Os; and NOx are produced [13]. Similar to air surface DBDs, low power discharge leads
dominantly to O3 production, while higher power discharges increase the gas temperature which pro-
motes NOy production and the thermal depletion of O3 combined with the chemical decay of O; by
fast reaction with NO. In addition to Oz and NOy gaseous products, water vapors in air significantly
influence the plasma induced gas-phase chemistry, especially thanks to highly reactive hydroxyl ("OH)
radicals. We detected lower concentrations of the gas phase NO, NO, and Oz in humid air compared to
the dry air. When the discharges are operated with water electrospray, there is a strong water evapora-
tion and humidification of the air, which enhanced the "OH formation. Moreover, the transport of NO,
NO-, Oz, and other species such as HNO; into the bulk water, i.e. their solvation driven by the Henry’s
law equilibria, also decrease NO, NO; and O3 concentrations in the gas phase.

The water electrospray improves the gas-liquid transport of the gaseous NOy into the liquid resulting
in NOy dissolution in the water. NO formation in SC-ES was considerably lower compared to TS-ES
due to the much lower power. NO- formation in general increased with the discharge power in all sys-
tems and SC generated considerably lower NO. due to the lower discharge power.

Comparison of the NO, NO; and gaseous Oz concentrations produced by TS and SC, without and with
ES, in open and closed systems together is shown in fig. 3. Apparently, the closed reactor resulted in
considerably higher (~1 order of magnitude) concentrations of all measured species for both TS and
SC. The closed reactor with a slow air flow rate enables accumulation of species, whereas immediate
dilution of species with the surrounding ambient air occurs in the open reactor.

It is clear that SC in all systems generated lower NO and NO; (due to its lower power) but higher O
concentrations than TS. SC corresponds well to the low power ozone mode and TS to the high power
NOx mode of the surface air DBD described by [14]. O3 was completely absent in our NOx-dominated
TS without water and in TS or TS-ES in the closed reactor.

SC in the closed reactor produced negligible NO concentrations, lower than in the open reactor. At the
same time, there was considerably more Os produced by SC in the closed reactor. The reaction of NO
oxidation by Os probably depleted most of the generated NO that was oxidized to NO,, while the ex-
cess Oz remained in the gas. Detailed gas-phase air plasma chemistry is described in [9].

Both air discharges, SC and TS, with water electrospray treatment in both open and closed reactors
were tested and by this way prepared the plasma activated water (PAW). We focused on the detection
of long-lived agueous RONS produced in PAW, namely H.O,, NO, and NOs, and dissolved Os.
Clearly, the aqueous RONS concentrations are related to the plasma formed gaseous RONS.

Aqueous H;0(aq) is produced by extremely fast dissolution of gaseous H20.(g) formed in the gas.
The Henry’s law solubility coefficient of H2O, (kn~9x10% mol.m.Pa) is about 7 orders of magnitude
larger than that of NO or NO; or Oz [46], thus all H,0(g) readily transfers into H.O»(aq) through the
gas-liquid interface. Nitrites NO,™ and nitrates NOs™ are generated in the PAW from the dissolved gas-
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eous NO and NO; [10,24,62]. The solubility coefficients of NO or NO; are much smaller than that of
H»0; [15], thus NO(g) and NO(g) would not readily transfer into water to form NO2(aq) and NO3z
(ag). Enhancement of NOy dissolution by increasing the surface area of the plasma-liquid interface by
spraying water into fine droplets in the ES system is helpful. Since protons H* are released in the PAW
by the above reactions, acidic pH is typical for PAW prepared by air plasmas.

The reaction between H,O, and NO™ occurs under acidic PAW conditions and leads to the formation
of peroxynitrites (peroxynitrous acid) [4,7,12]:

NO, +H,0, +H" -0 =NOOH +H,0O (1)
ONOOH then decomposes at acidic pH to *OH and "NO, radicals [7,12]:

O = NOOH «>OH + NO, (2

Fig. 4 shows the measured concentrations of H.0,, NO2", NOs™ in PAW and corresponding pH for TS
and SC with water ES in the open and closed reactor. The low power SC generates less H,O, and
much less NOy+ NOs". The higher power TS generates both H,O, and NO," + NOs', with the ratio of
H.02/NO; approximately 2 in the open system. On the other hand, after TS water activation in the
closed system, much less H,O, and much more NO, and particularly high NOs™ were detected, which
resulted in very acidic pH (2.4). In such case, the antibacterial effects might have been enhanced.
NO; was higher in TS than SC, and mostly increased with energy density per water volume. Closed
TS resulted in very high NO, and NOs". SC in the closed reactor also generated high NO3™ (yet lower
than TS-ES closed) at pH 3.1, while very low NO;". This might be possibly due to the NO," depletion
with ozone.
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Fig. 3. Gaseous NO, NO; and O; concentra- Fig. 4. Concentrations of aqueous H>0,, NOy’,
tions generated by TS and SC discharges, NOs in PAW and corresponding pH for TS
without and with water ES, in the open and and SC with water ES, in the open and closed
closed (50 mL, 0.5 L/min air flow) reactors. reactor. Statistical mean values with standard
Logarithmic scale. Statistical mean values with error of the mean.

standard error of the mean.

H>0O; is dominantly formed from "OH radicals in the gas and solvates extremely. We should note that
in the ES, there is a good gas-liquid mixing that might enhance the aqueous peroxynitrite chemistry
(Equations 1 and 2), which would then faster deplete the produced H.0(aq). The measured H.0-(aq)
concentrations after treatment may be then lower with respect to the H,O»(aq) really produced during
the plasma-water interaction. NOs™ were higher for TS than SC, which can be certainly related with
considerably higher gaseous NO and NO; production in the TS (Fig. 5).

Os(aq) concentrations in PAW increased as a function of energy density in the open reactor with SC-
ES. Dissolved ozone concentrations Oz(aq) in PAW were detected with at least some degree of relia-
bility in SC. There was almost negligible gaseous Os detected in TS, and consequently undetectable O3
dissolved in PAW either.
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4. Conclusions

The potential use of plasma activated water and liquids is constantly growing in various biomedical
and agriculture applications. The PAW chemical properties and effects strongly depend on the plasma
sources and discharge regimes used and their interaction with water. We compared two non-thermal
atmospheric plasma sources operating in air and interacting with water: a lower power streamer corona
(SC, 0.4 W) and a higher power transient spark (TS, 2 W). We analyzed their gaseous and aqueous
RONS in the air and the PAW. Water was activated in the electrospray system (ES) with fine aerosol
droplets sprayed through the plasma zone. We also compared the open air and closed small volume
reactor at different air flow rates to understand the effects of reactor volume and air flow rate on the
gaseous and aqueous chemistry.

Both SC and TS represent inexpensive and easy to operate nonequilibrium air plasma sources that can
be run in the same versatile setup. Switching between them can be easily managed by changing the
resistor in the circuit. Each of these discharge regimes generates air plasma of different properties that
results in different gaseous products: dominated by Os in lower power SC and NO in higher power
TS. The gaseous products, their production rates and solvation determine the agueous RONS in the
activated water, which then control the antibacterial effects of such PAW. Gas flow conditions in the
reactor strongly influence gaseous and aqueous RONS production. We applied water electrospray
through the discharges as the efficient method of the transfer of the plasma gaseous species into the
PAW. Other ways of water interaction with air plasmas can lead to different transfer mechanisms of
some species (especially those with low solubility), which may influence the aqueous chemistry and
antibacterial effects and will be a subject of our future study.
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DC VACUUM BREAKDOWN AT
MICRO-METER SEPARATIONS

Avrian Fateh Borkhari*, Matej Klas®, Stefan Matejéik®

! Department of Experimental Physics, Comenius University
Mlynska dolina F2, 842 48 Bratislava, Slovakia

We have carried out an experimental study to determine the DC vacuum breakdown at micro
meter separation of stainless steel electrodes. The voltage-current characteristics have been
measured between sphere to plane electrodes configuration and with electrode separation from 2.5
to 20pm. In addition, the changes of the effective area were investigated based on various distance
gap. We have applied Fowler-Nordheim theory (F-N) of field emission to determine the
enhancement factor .

1. Introduction

Micro-discharge plasmas have been widely applied in many different industries, such as materials
processing, medical technology, gas and water treatment and so forth in various range of pressure
value [1]. At micro-meter separation and low pressure, the comparison of discharge breakdown
voltage with vacuum breakdown is important. The vacuum breakdown does not depend on the gas
pressure as the dominant effect is the field emission of the electrons from the electrodes under action
of high electric fields. For the field emission high electric fields (above 107 VV/M) are necessary for this
reason high vacuum is a good insulator [2,3].

In the case of vacuum breakdown, the shape of the electrodes and the finishing of the electrode
surfaces play an important role. In general, the quality of the surfaces (removal of scratches, points and
craters, polishing) appears to be an essential [4] and the current threshold value could depend on such
specific details as the shape, size and material of the electrode. Besides mechanical polishing,
chemical techniques of cleaning and polishing of electrodes are of great importance, because
contaminations of surfaces and the oxide layers may influence the field emission [5].

If the electric fields are strong enough, the electrons from metal can tunnel through the work function
barrier into vacuum [6,7]. The field emission is described by Fowler-Noerdheim equation [8]:
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where Jo and E, are constants that depend on the material of the electrode. The work function ¢ is as
important characteristic of the material for field emission and for stainless steel has value of 4.4 eV [9].

We have used scanning electron microscopy (SEM) to visualize and characterise the electrode surface.
The SEM has an extreme depth of field to measure the surface structure and elemental composition of
the surface. Scanning electron microscopy of the electrode can detect field emission sites that are
subjected to the highest electric fields (sharp points with) [10]. The enhancement factor changes with
electrode separation and ratio of the local electric field to applied electric field E [11,12].

2. Experimental Setup & Results
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The electrodes are located in the vacuum chamber pumped by turbo-molecular pump (approximately
2x10-6 mbar). In Figure 1, we present a simplified schematic view of the electrode system and a
schematic view of the electric circuit for the breakdown measurement. The circuit consisted of high
voltage power supply (DC voltage up to 10kV), resistors to limit the DC current (3.1MQ), high
voltage probe and a circuit for current measurement. We have applied back-to-back diodes allows
positive and negative current to flow and be measured. In this study we have used electrodes (anode
and cathode) of different shapes (plane to sphere 5mm diameter). The electrodes can be spatially
adjusted in three directions and the electrode separation can be controlled to about 1um.

The surfaces of the electrodes were prepared by polishing by diamond polishing compound (lapping
paste) with 3.5, 2.5, 1 and 0.25-micron grades. The final cleaning of electrodes was done by deionized
water in ultrasonic bath.

The effective is of the cathode S, was calculated taking into account its spherical shape. The effective
area S for field emission depends on the electrode gap distance d and voltage. The D parameter is
assumed to be 0.1 (10 percent) of the d value (for instance; if d=5um so D=0.5um). Thus, the
effective cathode area S was increasing with the increasing electrode distance from 3.9x10° to

3.14x108 m? (respectively for 2.5 to 20um).
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Fig. 1. The schematic of the electric circuit is illustrated containing the exaggerated effective area S,
gap distance d, the departure distance D

Vacuum
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The electron current measurements have been done in the range between 40nA to 300nA just as a
criterion of dark currents. In the vacuum, we define vacuum breakdown potential, if the emission
current exceeds a critical value of the current (dark current of 40nA). The experimental breakdown
voltage as a function of electrode separation and its standard deviation is presented in Fig. 2. We have
set 40nA current as a breakdown limit. In addition, the experimental voltages are compared with
theoretical F-N values calculated for different enhancement factors f.
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©O Experimental Breakdown Voltage
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Fig. 2. The experimental vacuum breakdown voltage curve (open circles) and their standard deviation
measured for dark current value 40nA and electrode gaps from 2.5 to 20um. F-N breakdown voltages
for different values of f.

The vacuum breakdown electric field as function of electrode separation measured for 40nA
breakdown current is displayed in Fig. 3. The breakdown electric field was decreasing with expanding
electrodes gap. The breakdown electric field values span from 300 to 100 MV/m for 2.5 to 20um
electrode separations. Standard deviation was calculated from the standard deviation of the measured
guantities. The measured electric current was generated by field emission, i.e., the free generated by
tunnelling through the work function barrier of the electrodes, which was lowered by high electric
field. The field emission can be effected by the surface defects such as melted spots, oxide layer and
craters on the surface. These defects are created on the surface during experiments. The presence of
these defects is illustrated by the deviation in the values of breakdown electric fields in figure 3.
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Fig. 3. The experimental values of the vacuum breakdown electric fields for 40nA dark current value
based an electrode separation from 2.5 to 20um.

The Figure 4 shows the experimental volt current characteristic of the vacuum field emission
measured for electrode separation of 5um. The experimental curve is compared with theoretical
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Fowler-Nordheim plots for different values of the enhancement factor. The enhancement factor 8 was
continuously varied with the increasing emission field and of course the current.
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Fig. 4. The experimental voltage-current characteristics at d=5 pm gap and calculated from F-N
Equation V-A characteristics for different enhancement factor f values.

3. Conclusion

In this study we present experimental study of DC vacuum electric breakdown including the volt-
ampere characteristics and F-N plots for electrode gaps ranging from 2.5 to 20um. The breakdown
voltages were measured for 40nA dark current. The Fowler-Nordheim parameters such as field
enhancement factor, emitter area and the DC breakdown electric field were determined for given
electrodes. The high quality electrode surface polishing and its purity effects substantially the electric
breakdown in vacuum, for this reason the preparation of the electrodes is an important condition for
the accuracy of measurement.
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